# Advanced Techniques for Dimensionality Reduction of Nonlinear and Parametric Dynamical Systems using System-Theoretic Measures 

A thesis
submitted by

Danish Rafiq
2017PHAELE006
for the award of the degree of
Doctor of Philosophy
in
Electrical Engineering

Advisor: Dr. Mohammad Abid Bazaz



Department of Electrical Engineering
National Institute of Technology Srinagar

## Thesis Certificate

This is to certify that the thesis entitled Advanced Techniques for Dimensionality Reduction of Nonlinear and Parametric Dynamical Systems using System-Theoretic Measures, submitted by Danish Rafiq bearing Enrollment Number 2017PHAELE006 to the National Institute of Technology Srinagar for the award of the degree of Doctor of Philosophy, is a bonafide record of the research work carried by him under my supervision. The contents of this thesis, in whole or in parts, have not been submitted to any other Institute or University for the award of any degree or diploma.

## Dr. Mohammad Abid Bazaz

Associate Professor \& Head
Electrical Engineering Department
National Institute of Technology Srinagar
190006

## Thesis Certificate

This is to certify that the work contained in this thesis entitled Advanced Techniques for Dimensionality Reduction of Nonlinear and Parametric Dynamical Systems using System-Theoretic Measures is a bonafide research submitted to Department of Electrical Engineering, National Institute of Technology, is a bonafied work of Danish Rafiq bearing Enrollment No. 2017PHAELE006 and is worthy of consideration for the award of Doctor of Philosophy (Ph.D.) in Electrical Engineering.

## Dr. Mohammad Abid Bazaz

Associate Professor \& Head
Electrical Engineering Department
National Institute of Technology Srinagar
190006

## Declaration

I hereby certify that the thesis entitled Advanced Techniques for Dimensionality Reduction of Nonlinear and Parametric Dynamical Systems using SystemTheoretic Measures, is my own work and has been completed under the supervision of Dr. Mohammad Abid Bazaz (Associate Professor \& Head, Department of Electrical Engineering, NIT Srinagar). To the best of my knowledge, it does not contain any material, written or published by another author, except where appropriate acknowledgment has been made in the text. This thesis has not been submitted to any other university or institute for the award of any degree or diploma.

## Danish Rafiq

Enrollment Number: 2017PHAELE006
Electrical Engineering Department
National Institute of Technology Srinagar
190006

## List of Publications

## Journals

1. D. Rafiq, and M. A. Bazaz, A collection of large-scale benchmark models for nonlinear model order reduction, Archives of Computational Methods in Engineering, 2022.
2. D. Rafiq, J. Farooq, and M. A. Bazaz, Synergistic use of intrusive and nonintrusive model order reduction techniques for dynamical power grids, International Journal of Electrical Power and Energy Systems, 138:107908, 2022.
https://www.sciencedirect.com/science/article/abs/pii/S0142061521011194
3. D. Rafiq, and M. A. Bazaz, Model order reduction via moment-matching: A state-of-the-art review, Archives of Computational Methods in Engineering, 29:1463-1483,2022.
https://link.springer.com/article/10.1007/s11831-021-09618-2
4. D. Rafiq, and M. A. Bazaz, Adaptive parametric sampling scheme for nonlinear model order reduction, Nonlinear Dynamics, 107:813-828, 2021.
https://doi.org/10.1007/s11071-021-07025-7.
5. D. Rafiq, and M. A. Bazaz, Nonlinear Model Order Reduction via Nonlinear Moment Matching with Dynamic Mode Decomposition, International Journal of Nonlinear Mechanics, 128:103625, 2021.
https://www.sciencedirect.com/science/article/abs/pii/S0020746220302870
6. D. Rafiq, and M. A. Bazaz, Efficient computation of 1D and 2D nonlinear viscous Burgers' equation, Journal of Dynamics \& Control, 9:1523-1535, 2021.
https://link.springer.com/article/10.1007/s40435-021-00772-w
7. D. Rafiq, and M. A. Bazaz, A framework for parametric reduction in largescale nonlinear dynamical systems, Nonlinear Dynamics, 102:1897-1908, 2020.
https://link.springer.com/article/10.1007/s11071-020-05970-3
8. D. Rafiq, and M. A. Bazaz, A comprehensive scheme for reduction of nonlinear dynamical systems, International Journal of Dynamics \& Control, 8:361-369, 2020.
https://link.springer.com/article/10.1007/s40435-019-00589-8
9. D. Rafiq, A. Batool, and M. A. Bazaz, Three months of COVID-19: A systematic review and meta-analysis, Reviews in Medical Virology, 30:e2113, 2020.
https://onlinelibrary.wiley.com/doi/10.1002/rmv. 2113
10. D. Rafiq, S. A. Suhail, and M. A. Bazaz, Evaluation and prediction of COVID-19 in India: A case study of worst hit states, Chaos, Solitons 8 Fractals, 139:110014, 2020.
https://www.sciencedirect.com/science/article/pii/S0960077920304124

## Referred Conferences

1. A. Hamid, D. Rafiq, S. A. Nahvi, and M. A. Bazaz, Power Grid parameter estimation using sparse Identification of nonlinear dynamics, International Conference on Intelligent Controller and Computing Smart Power, 2022.
2. A. Hamid, D. Rafiq, S. A. Nahvi, and M. A. Bazaz, Discovering lowrank representations of large-scale power-grid models using Koopman theory, IEEE 2022 Trends in Electrical, Electronics, Computer Engineering Conference (TEECCON), 2022
3. D. Rafiq, and M. A. Bazaz, Structure preserving nonlinear reduced order modeling technique for power systems, Seventh Indian Control Conference (ICC), 2021.
4. D. Rafiq, and M. A. Bazaz, A comprehensive scheme for fast simulation of Burgers' equation, Sixth Indian Control Conference (ICC), IEEE 397-402, 2019.
5. D. Rafiq, and M. A. Bazaz, Model order reduction of non-linear transmission lines using non-linear moment matching, 2019 International Conference on Computing, Power and Communication Technologies (GUCON), 394-399, 2019.

## Abstract

High-fidelity modeling and simulation has become indispensable across many engineering applications as it provides physically realistic responses to engineered systems that would otherwise require costly experiments. However, as we rely more and more on such simulations, we must imbue them with very high levels of fidelity to make decisions with them. The model order reduction (MOR) technique has garnered attention since it has enabled the feasibility of rapid simulations, real-time assessment, and control.

This thesis studies reduction in nonlinear dynamical systems via system theoretic methods. Notably, we seek to replace large-scale discretized models emerging from the time-dependent nonlinear partial differential equations (PDEs) with computationally cheaper models crafted to control the loss of fidelity during reduction. We start by introducing the problem pervasive in large-scale modeling regimes. We build upon the idea of the existing generalization of moment-matching to nonlinear systems based on steady-state considerations. A connection between the linear and nonlinear enhancements of moment-matching allows extracting reduced models in a snapshot-free architecture that drastically reduces the complexity bottleneck in nonlinear MOR. Towards this direction, we propose some efficient reduction methods for nonlinear state-space models based on approximate moment-matching. The resulting schemes are extensively discussed and tested on various benchmark nonlinear models. We also discuss the application of proposed frameworks to nonlinear second-order systems.

In the realm of parameterized nonlinear PDEs, where the model parameter guarantees the existence of several distinct dynamical regimes, we capitalize on the fact that smooth parametric dependence allows building low-rank approximation models that capture the true response over a wide range of parameters via interpolation. This idea is motivated by design-based strategies prevalent in the industry; the cost associated with constructing ROMs for different parameter values should be amortized by reusing them in the interpolation process. We demonstrate this idea through several benchmark examples.

Towards the end of the thesis, we focus on adaptive parameter sampling strategies and show how subspace angles could be used to extract meaningful information for remeshing the parametric domain of interest. This is again demonstrated on various examples from circuits and MEMS. We also provide some source codes/simulation files to promote transparency and reproducibility.
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## Glossary

## Dimensions

$m$ Dimension of the input variable $\mathbf{u} \in \mathbb{R}^{m}$
$n$ Dimension of the state $\mathbf{x} \in \mathbb{R}^{n}$
$p$ Dimension of the measurement or output variable $\mathbf{y} \in \mathbb{R}^{p}$
$q$ Dimension of parametric space $\boldsymbol{\mu} \in \mathbb{R}^{q}$
$r$ Dimension of the reduced state $\mathbf{x}_{r} \in \mathbb{R}^{r}$

## Scalars

$h$ Time step
$\lambda$ Eigen value
$L$ Spatial length
$m_{d}$ Number of dominant Singular Values in DEIM
$m_{D}$ Reduced rank representation for DMD
$\sigma$ Interpolation point
$n_{s}$ Number of temporal snapshots in POD
$s$ Laplace variable
$t$ Time
$T$ Final time
$x$ Spatial variable
$\theta_{\text {max }}$ Maximum tolerance for subspace angles

## Vectors

b Input vector
c Output vector
e Error vector
r Residual vector
u Vector of inputs
v Left tangential direction
w Right tangential direction
x State of a system

## Vectors, continued

$\mathrm{x}_{0} \quad$ Initial condition on $\mathbf{x}$
$\mathbf{x}_{r} \quad$ Reduced state
y Vector of measurements
$\boldsymbol{\zeta}$ State of Signal Generator
$\boldsymbol{\eta}_{i}$ Moment at $i$

## Matrices

( $\mathbf{E}, \mathbf{A}, \mathbf{B}, \mathbf{C})$ Matrices for continuous-time state-space system
$\left(\mathbf{E}_{r}, \mathbf{A}_{r}, \mathbf{B}_{r}, \mathbf{C}_{r}\right) \quad$ Matrices for reduced state-space system
F Matrix of nonlinear snapshots for DEIM $\mathbf{F} \in \mathbb{R}^{n \times n_{s}}$
$\mathbf{h}$ Impulse response matrix $\mathbf{h} \in \mathbb{R}^{p \times m}$
J Jacobian Matrix
(M, D, K) Matrices for continuous-time second-order state-space system
$\left(\mathbf{M}_{r}, \mathbf{D}_{r}, \mathbf{K}_{r}\right) \quad$ Matrices for reduced second-order state-space system
$\mathcal{O}$ Observability Gramian matrix
$\mathcal{P}$ Reachability Gramian matrix
P Projection matrix
$\mathbf{U}_{\mathrm{d}} \quad$ DEIM basis $\mathbf{U}_{\mathrm{d}} \in \mathbb{R}^{n \times m_{d}}$
V Left projection matrix
$\mathbf{V}_{\text {POD }}$ POD basis $\mathbf{V}_{\text {POD }} \in \mathbb{R}^{n \times r}$
$\mathbf{V}_{\text {NLMM }} \quad$ NLMM basis $\mathbf{V}_{\text {NLMM }} \in \mathbb{R}^{n \times r}$
$\mathbf{V}_{\text {DMD }} \quad$ DMD modes $\mathbf{V}_{\mathrm{d}} \in \mathbb{R}^{n \times m_{d}}$
W Right Projection matrix
$\boldsymbol{\Sigma}$ Matrix of singular values
$\mathbf{X}$ Snapshot data matrix $\mathbf{X} \in \mathbb{C}^{n \times n_{s}}$
$\left(\mathbf{X}_{\mathbf{1}}, \mathbf{X}_{\mathbf{2}}\right)$ Data matrices for DMD
$(\boldsymbol{\Xi}, \boldsymbol{\Psi})$ Matrices for linear signal generator
$\Lambda$ Diagonal matrix of eigen-values
$\Upsilon$ DMD eigen-vectors

## Operators, functions, and maps

$\mathbf{f}$ Nonlinear vector-valued function $\mathbf{f} \in \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$
g Vector-valued measurement functions on $\mathbf{x}$
$\mathbf{G}(s) \quad$ Transfer function matrix $\mathbf{G}(s) \in \mathbb{R}^{p \times m}$
$\wp$ Nonlinear Petrov-Galerkin mapping $\wp: \in \mathbb{R}^{r} \rightarrow \mathbb{R}^{n}$
$(\varpi, \boldsymbol{\varrho})$ Nonlinear mappings of signal-generator
$\mathcal{K}$ Krylov subspace
$\mathcal{V} \quad r$-dimensional subspace spanned by columns of $\mathbf{V}$
$\mathcal{W} \quad r$-dimensional subspace spanned by columns of $\mathbf{W}$

## Operators, functions, and maps, continued

$$
\begin{aligned}
\varphi & \text { Nonlinear reduction mapping } \varphi \in \mathbb{R}^{n} \rightarrow \mathbb{R}^{r} \\
\otimes & \text { Knocker product } \\
\dagger & \text { Moore-Penrose pseudoinverse } \\
\boldsymbol{\mu} & \text { Parameter of interest } \\
\mathcal{N} & \text { Columnspace of snapshot matrix } \mathbf{X} \\
\langle., .\rangle & \text { Inner product }
\end{aligned}
$$

## Norms

$\|.\|_{0} \quad \mathcal{L}_{0}$ pseduo-norm of vector $\mathbf{x}$
$\|\cdot\|_{1} \quad \mathcal{L}_{1}$ norm of vector $\mathbf{x}$ given by $\|\mathbf{x}\|_{1}=\sum_{i=1}^{n}\left|\mathbf{x}_{i}\right|$
$\|\cdot\|_{2} \quad \mathcal{L}_{2}$ norm of vector $\mathbf{x}$ given by $\|\mathbf{x}\|_{2}=\sqrt{\sum_{i=1}^{n}\left|\left(\mathbf{x}_{i}\right)^{2}\right|}$
$\|\cdot\|_{2} \quad$ 2-norm of matrix $\mathbf{X}$ given by $\|\mathbf{X}\|_{2}=\max _{x} \frac{\|\mathbf{X} x\|_{2}}{\|x\|_{2}} \quad(\|x\| \neq 0)$
$\|\cdot\|_{F} \quad$ Frobenius-norm of matrix $\mathbf{X}$ given by $\|\cdot\|_{F}=\sqrt{\sum_{i=1}^{n} \sum_{j=1}^{m}\left|\mathbf{X}_{i j}\right|^{2}}$

## Most common Acronyms

DEIM Discrete Empirical Interpolation Method
DMD Dynamic Mode Decomposition
FDM Finite Difference Method
FEM Finite Element Method
FOM Full Order Model
FVM Finite Volume Method
LSS Large-Scale Systems
LTI Linear Time-Invariant
MOR Model Order Reduction
MEMS Micro-Electro-Mechanical System
MIMO Multiple-Input Multiple Output
NLMM Nonlinear Moment Matching
NLSE Nonlinear System of Equations
NMOR Nonlinear Model Order Reduction
ODE Ordinary Differential Equation
PDE Partial Differential Equation
PMOR Parametric Model Order Reduction
POD Proper Orthogonal Decomposition
ROM Reduced Order Model
SO-NLMM Second-Order Nonlinear Moment Matching
SISO Single-Input Single Output
SVD Singular Value Decomposition
TPWL Trajectory Piece-wise Linear
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## Part I

Preliminaries

## Chapter 1

## Introduction and Rationale of the study

### 1.1 Motivation for reduced-order modeling paradigm

Understanding physical and artificial processes is of fundamental interest among all branches of engineering and contemporary sciences. While the governing physical laws of such models are mainly described by mathematical equations, the model complexity remains a central challenge. Among them is the dimension of the problem. The "large-scale" nature of dynamical systems often leads to the over-burdening of computational resources and can become impractical at times. Large scale systems (LSS) arise in various technical systems having a large number of individual subsystems or components, such as in integrated circuits, VLSI systems [201, 291, 197], gas and grid networks. Furthermore, large-scale models also appear as a result of the mathematical treatment of various engineered systems. A good example is the spatial discretization of partial differential equations (PDEs) describing the underlying physics. A fine discretization over the 2D/3D geometric domain via the finite-difference method (FDM), finite element method (FEM), or the finite-volume method (FVM) can lead to a model of dimension $n \approx 10^{6}$. This is a common practice in computational mechanics or fluid mechanics [246]. In addition, disease modeling, weather predictions, biological models, micro-electromechanical systems (MEMS), chemical processes, computational aerodynamics, neuroscience, cardiovascular systems, air-quality data assimilation, molecular dynamic systems, optimal cooling, etc., represent areas where large-scale models are pervasive.

During a simulation, one intends to predict or analyze the behavior of a system under study. As far as large-scale models are concerned, their simulation is not feasible as thousands or even millions of degrees of freedom are involved. Using conventional numerical techniques to simulate such systems involves thousands of core hours which can incur substantial computational costs. Highly accurate solutions demand even more distinguished resolution discretization methods, which
further compounds the complexity of these models. Furthermore, various engineering applications require repeated simulations for different design parameters of the system. This can very well become problematic if large-scale models are involved and hence prevent fast-turnaround designs.

Similar issues occur in optimization and control. In control, one seeks to modify the system's behavior to meet certain desired performances specifications. Such modification involves interconnecting the original model with a "controller" to meet the control design. Generically, the complexity of the controller is approximately the same as that of the original plant. If the latter is too complex, it increases the potential burden on the controller in terms of storage, accuracy (due to ill-conditioning), and computational speed (due to limited bandwidth) [14].

Uncertainty quantification is another area where similar difficulties occur. Uncertainties can arise from model inputs, including physical parameters representing material properties, initial or boundary conditions. Various mathematical problems are encountered in solving forward or inverse uncertainty quantification problems involving high-dimensional coupled uncertainties and quickly makes the task intractable [81].

Apart from the issues mentioned above, a numerical constraint that has been there for a long time and is still a problem of concern is what is known as the curse of dimensionality. It refers to the problem wherein the space of possible parameter value sets grows exponentially with the number of unknown parameters.

All of the these factors have motivated researchers to go for reduced modeling strategies which have now become a de-facto tool to treat large-scale dynamical systems. Generally speaking, MOR methods aim to construct lower-order, parsimonious models that mimic the behavior of the original models while being computationally tractable to handle. This reduces the computational complexity and time consumed to solve large-scale engineering models. The sense of "dimensionreduction" or "complexity-reduction" stems from the idea that complex dynamical systems are often sparse in a relatively small subset of the whole space. Thus, if $n$ is the size or dimension of the original problem, the solution space can be approximated by an $r(r \ll n)$ dimensional subspace (or slow-manifold) where the sparse dynamics is embedded [14].

There are different approaches for reduced-order modeling. The first and foremost is to simplify the model geometry by representing the original model as a lumped-parameter model. This is achieved by making certain assumptions about the system or judiciously neglecting some effects. This technique, though is relatively simple, usually leads to an inaccurate reduced-order model (ROM). A different approach is to reduce the finite-element order (i.e., to use a coarser mesh), leading to a reduced set of equations by exploiting specific geometrical properties of the system. However, the speedup achieved is limited by the asymptotic range of convergence of the discretization method. A third option is to capture all physical effects of the original system by employing a fine discretization mesh and then apply MOR methods to full-order models (FOMs). In this thesis, we focus on the
third reduced modeling strategy.
The advantages of using a reduced model against the full model are apparent. In design optimizations and "what-if" scenarios, reduced models provide a considerable speedup of the simulation than the original model. This is especially beneficial in real-time applications such as control, digital twins, or predictive maintenance. In analog circuits, involving millions of transistors, ROMs can replace original sub-circuits to obtain a smaller set of equations and hence reduced computational effort. Reduced models are also used to estimate higher-level performance matrices of an extensive network. For example, device-level PDE simulations are carried out to capture the nonlinear behavior of transistors for aggressive memory designs. This often results in a large-scale system of ordinary-differential equations (ODEs) to solve. MOR techniques are then used to access circuit performances such as a memory cell's read/write access time. Furthermore, ROMs also help to better understand nonlinear phenomena. Nonlinear effects such as bifurcation or chaos can be applied in a low-dimensional framework to provide practical intuition of how large-scale nonlinear systems behave.

The following points highlight the common goals of reduced-order modeling techniques:

1. The reduced-model should very well approximate the response of the fullorder model. This means that if the same input is applied to both the systems, the difference between the actual and approximated output responses should be small for a physically relevant norm over a wide range of inputs.
2. The cost of obtaining the reduced model should be less than performing the analysis via the full-order model.
3. Important system properties like stability and passivity should be preserved in reduced models.
4. Reduced order model should preserve critical system structures of the original model. This can include parameter dependence and second-order or time-delay structures.
5. Reduction schemes should be scalable, i.e., applicable to much larger systems, and provide an upper bound for the error.
6. Reduced modeling strategies should be robust and largely automatic to allow applicability in complex settings.

Although it is challenging to meet all the requirements mentioned above, especially in nonlinear dynamical systems, it is certainly possible to meet some.

### 1.2 Challenges in nonlinear model reduction

Most of the real-life and practical systems are nonlinear in nature. In electronic and circuit theory, nonlinearities arise from nonlinear resistors, transistors, diodes,
or magnetic inductors [14, 19]. The swing dynamics of alternators is nonlinear in nature. In mechanical applications, thin structures such as beams, plates, and shells undergoing large amplitude vibrations show geometric nonlinearities because of their relatively low bending stiffness. In fluid dynamics and heat transfer, nonlinear behavior is observed due to turbulence, convective acceleration, or radiation. Besides, nonlinear dynamics may arise in many technically relevant systems via nonlinear boundary conditions (e.g., contact interactions) or material nonlinearities (e.g., plasticity, nonlinear piezoelectricity, hyper-elasticity).

Nonlinear systems pose many practical challenges for simulation or reduction, which are highlighted as follows:

1. Nonlinear systems usually lack a closed-form solution. This implies that the input-output relationship cannot be analytically expressed via transfer functions or via convolution integrals. Moreover, nonlinear systems exhibit strong and complex behaviors such as bifurcation (e.g., jump phenomenon [214, 171]), several attractors (e.g., stable/unstable/limit-cycles), chaotic behavior, and multiple equilibrium points. This makes nonlinear systems harder to analyze and manipulate than linear systems.
2. Nonlinear dynamical systems also lack a canonical form structure of the reduced model. As a result, an efficient representation of the nonlinear system or its reduced model becomes highly inefficient. This is in contrast with linear time-invariant (LTI) systems which can be represented by several matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$, and $\mathbf{D}$.
3. There is a limited guarantee of the behavior of the reduced nonlinear model, i.e., the reduced model is expressed locally or for a given training data.
4. Reduction of nonlinear dynamical systems results in the reduction of only the state-vector dynamics. The nonlinear function still remains in the original high-dimensional space. This requires different hyper-reduction techniques "on-top-of " dimension reduction methods to effectively approximate the nonlinear inner-products.
5. Due to the lack of practical system-theoretic measures and analytical solutions, nonlinear systems are typically reduced in a "simulation-based" framework. Conventional nonlinear MOR methods such as proper orthogonal decomposition (POD) [306], trajectory piece-wise linear method (TPWL) [249, 250], empirical grammians [178, 179] or the reduced-basis method [236, 251] rely on taking expensive temporal measurements of the system to obtain the orthonormal basis for the reduced system. This imposes an enormous computational burden, especially when several simulation runs are required for different system parameters or training inputs.

### 1.3 Thesis objectives

This thesis focuses on "simulation-free" or system-theoretic methods for the reduction of large-scale nonlinear dynamical systems. MOR for linear systems is well explored, and several decent algorithms are available at our disposal. Thus, the goal of this thesis will be to explore the possibility of extending the already established MOR methods for linear systems to the nonlinear systems, and also develop novel frameworks that are better suited for a general class of nonlinear systems. The main objectives of the thesis are enlisted as follows:

1. The first and foremost goal will be to get insight into some famous nonlinear MOR (NMOR) methods like POD, TPWL, moment-matching, etc. With this, we will present some of the shortcomings of these methods, and based upon that, propose some novel NMOR frameworks that improve/enhance the current state-of-the-art methods. The central aim will be to enhance the simulation speeds or the large CPU core-hours associated while reducing large-scale nonlinear systems. For this, we will focus on using systemtheoretic measures to improve both the offline and online CPU times involved. We will demonstrate the proposed frameworks on several nonlinear benchmark systems.
2. Another aim would be to reduce nonlinear systems in the second-order form. In this regard, we will focus on developing efficient reduction schemes that would preserve the structure of the original model. The reduced model, thus obtained, will be of the same form as that the original model to maintain the physical interpretation of the state variables. We will demonstrate the proposed methods on large-scale power system models. Unlike the common practice of linearizing the external area of the power system, we will focus on using nonlinear methods directly to effectively capture the nonlinear swing dynamics of power systems models.
3. Another central subject of concern in this thesis is the reduction of standard nonlinear systems having parametric dependencies. Since the traditional NMOR methods are not robust to parametric variation, thus these techniques cannot be applied directly to such models. As such, we will focus on developing novel parametric MOR (PMOR) methods in this direction.
4. The final objective of the thesis will be to develop efficient parametric sampling strategies for PMOR. This would involve developing system-theoretic methods in which the information extracted from the governing model will guide the selection of sampling points in the parametric domains. The result of adaptive sampling will enhance the approximation qualities of the reduced models while avoiding oversampling scenarios.

### 1.4 Scientific contributions

The main contributions of this thesis are highlighted as follows:

1. An accurate and low-cost projection framework is developed in Chapter 4 called the nonlinear moment-matching with discrete empirical interpolation method (NLMM-DEIM). The framework is used to obtain reduced models by solving the underlying Sylvester PDE after approximating it to nonlinear algebraic system using some numerical simplifications. The expensive cost of evaluating the nonlinear terms is reduced by using DEIM as a hyperreduction method. The proposed scheme is implemented on several nonlinear benchmark models.
2. Again in Chapter 4, another reduction framework called NLMM-DMD is presented, by using NLMM with dynamic mode decomposition (DMD). The algorithm generates compact ROMs in a non-intrusive fashion. This is achieved by approximating the nonlinear function using the infinite dimensional Koopman operator by generating low-dimensional spatio-temporal modes of evolution.
3. In Chapter 5, the intrusive and non-intrusive MOR scheme based on NLMMDMD is used to obtain a simulation-free reduction for power system models. Unlike the conventional linearization of external area of a power system model, we consider the nonlinear effective network (EN) and the synchronous motor (SM) power grid models. The results are substantiated using the reduced EN and SM models of the IEEE 118 and IEEE 300 bus systems for realistic fault situations. The numerical simulations are implemented in the MATLAB environment and the source codes are provided.
4. In the context of nonlinear models in second-order form, a numerical algorithm is presented in Chapter 5. The algorithm is called second-order moment-matching with discrete empirical interpolation method (SO-NLMMDEIM) and is able to construct ROMs that preserve the second-order structure of the problem. The MATLAB implementation of SO-NLMM-DEIM is provided for reusability.
5. In the context of parametric nonlinear MOR, a numerical scheme is devised that constructs parametric ROMs by interpolating the neighboring reduced models obtained at regular intervals in the parameter space. In the scheme, we employ NLMM-DEIM to generate a pool of reduced coordinates and then transform each of them on a universal subspace for a meaningful interpolation. The numerical framework is demonstrated on a suite of nonlinear parametric systems in Chapter 6.
6. The matrix interpolatory framework for nonlinear systems is further modified in Chapter 7, and an adaptive sampling scheme is devised that uses
the information from principal angles of reduced subspaces to find optimal number of parametric samples for interpolation. The upfront offline cost of generating the training data is then amortized by the savings achieved by interpolation in online stage.

### 1.5 Outline of thesis

This thesis is divided into four parts. Part II discusses the preliminaries for the thesis and covers Chapters 1, and 2. After the introduction in Chapter 1, we begin with some mathematical preliminaries in Chapter 2 needed for the rest of the chapters. Therein, we discuss the projection-based technique to obtain ROM architecture in linear systems. We also present an overview of various linear MOR schemes and highlight the similarities and differences among various methods. Then, we describe the reduction via moment-matching in both time and frequency domain settings. Towards the end, we discuss some open issues and recent advancements in linear moment-matching.

Part II is dedicated to nonlinear state-space systems and covers Chapters 3, 4, and 5. In Chapter 3, we begin with the projection-based reduction of a general class of nonlinear systems. Therein, we discuss the linear and nonlinear Galerkin projection techniques to obtain nonlinear reduced models. We also provide a review of some of the famous nonlinear MOR methods. Then, we lay focus on the notion of nonlinear moment-matching via steady-state response matching. We describe the general methodology via theorems and diagrams. Finally, we discuss the hyper-reduction in nonlinear systems along-with some open issues in nonlinear MOR. In Chapter 4, we discuss the approximated NLMM by describing certain numerical simplification of the Sylvester PDE to arrive at a practical algorithm used to extract the basis for reduced subspace. Then, we propose two efficient reduction frameworks based on NLMM: (i) NLMM-DEIM, and (ii) NLMM-DMD. The former is inspired by POD-DEIM and avoids the expensive measurements needed in POD, while the latter is used to replace DEIM in a non-intrusive fashion. Both the schemes are validated and tested on several benchmark nonlinear systems and compared with POD and DEIM for reference. In Chapter 5, we discuss nonlinear state-systems models in second-order form. Therein, we first revisit the reduction of linear second-order models based on second-order Krylov methods. Then, we propose another reduction framework, i.e., SO-NLMM-DEIM, which is used to preserve the second-order structure in the reduced models. The scheme is then tested on a variety of second-order nonlinear models emerging from power systems. The results are compared with POD for reference.

Part III is devoted to reduction of nonlinear parametric state-space models and covers Chapters 6 and 7 . We begin with the problem of parametric MOR for nonlinear systems in Chapter 6. Therein, we present a review of parametric MOR schemes, and afterward, we propose a nonlinear pMOR reduction framework using the matrix interpolatory framework, which is an extension of the matrix interpo-
latory method for linear systems. We then test the scheme on several parametric nonlinear models. Towards the end, we discuss some aspects of the scheme and mention some limitations for future research. In Chapter 7, we discuss one of the most concerning aspects in pMOR. i.e., the adaptive sampling of parametric space. We start with a general introduction of the topic and provide a review of available techniques. Then, we describe how subspace angles can be used to extract meaningful information that helps to resample the parametric domains for better quality ROMs. The methodology is presented for a two-dimensional parametric system, and a numerical algorithm is described that performs the adaptive search. The algorithm is tested on a suite of parametric nonlinear models emerging from circuit theory and MEMS.

The final Part IV completes the thesis with Chapter 8 describing the summary of work carried and highlighting the conclusions from each chapter along with an outlook for some future perspectives in the area of nonlinear model order reduction.

## Chapter 2

## Fundamentals \& Review of Linear Model Order Reduction

### 2.1 Mathematical preliminaries

In the following, we describe some important mathematical fundamentals required for the rest of the thesis.

### 2.1.1 Projection

Most of the MOR schemes are employed via projection i.e., the dynamics of the FOM is projected onto a low-dimensional manifold. This enforces the higher-order dynamics of the FOM to evolve in a subspace which is much lower than the original model. In the following, we discuss some important key observations regarding projection from Refs. [204, 254, 152].

Definition 2.1 (Projector) A matrix $\mathbf{P} \in \mathbb{R}^{n \times n}$ is called a projector if the linear mapping from $\mathbb{R}^{n}$ to itself is idempotent ${ }^{1}$

Using this definition, a few properties follow which are:
(a) If $\mathbf{P}$ is a projector onto $\mathcal{V}$, then $\mathbf{P}$ is the identity operator on $\mathcal{V}$, i.e., $\mathbf{P x}=$ $\mathrm{x}, \forall \mathrm{x} \in \mathcal{V}$.
(b) If $\operatorname{ran}(\mathbf{P})=\mathcal{V}$, then $\mathbf{P}$ is said to the projector onto the subspace $\operatorname{ran}(\mathbf{V})=\mathcal{V}$.
(c) The complementary projector of $\mathbf{P}$ is given as $\mathbf{P}_{\perp}=\mathbf{I}-\mathbf{P}$.
(d) $\operatorname{ker}(\mathbf{P})=\operatorname{ran}(\mathbf{I}-\mathbf{P})=\mathcal{W}^{\perp}$ is called the orthogonal complement of $\operatorname{ran}(\mathbf{W})=$ $\mathcal{W}$.

[^0]In order to project $\mathbf{x} \in \mathbb{R}^{n}$ onto the $r$-dimensional subspace $\mathcal{V}$ spanned by the columns of $\mathbf{V} \in \mathbb{R}^{n \times r}$, the projection is performed along the vector $\boldsymbol{\epsilon}$ which is orthogonal to subspace $\mathcal{W}$ spanned by columns of matrix $\mathbf{W} \in \mathbb{R}^{n \times r}$ (cf. Fig. 2.1). The projected vector $\mathbf{x}_{\text {proj }} \in \mathcal{V}$ is given by the linear combination of the basis vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{r}$, i.e.,

$$
\begin{equation*}
\mathbf{x}_{\mathrm{proj}}=\sum_{i=1}^{r} \mathbf{v}_{i} \mathbf{c}_{i}=\mathbf{V} \mathbf{c} \tag{2.1}
\end{equation*}
$$

where $\mathbf{c}$ is the vector of unknown coefficients. From Fig. 2.1, we observe that

$$
\begin{equation*}
\mathbf{x}=\mathbf{x}_{\mathrm{proj}}+\boldsymbol{\epsilon} \Longrightarrow \boldsymbol{\epsilon}=\mathbf{x}-\mathrm{x}_{\mathrm{proj}} \tag{2.2}
\end{equation*}
$$

and the columns of $\mathbf{W}$ are orthogonal to $\boldsymbol{\epsilon}$, i.e., $\mathbf{W}^{T} \boldsymbol{\epsilon}=0$, as such, we have:

$$
\begin{equation*}
\mathbf{W}^{T} \boldsymbol{\epsilon}=\mathbf{W}^{T} \mathbf{x}-\mathbf{W}^{T} \mathbf{x}_{\mathrm{proj}}=\mathbf{W}^{T} \mathbf{x}-\mathbf{W}^{T} \mathbf{V} \mathbf{c}=\mathbf{0} \tag{2.3}
\end{equation*}
$$

which when solved for c gives:

$$
\begin{equation*}
\mathbf{c}=\left(\mathbf{W}^{T} \mathbf{V}\right)^{-1} \mathbf{W}^{T} \mathbf{x} \tag{2.4}
\end{equation*}
$$

Finally, substituting (2.4) in (2.1) yields the projection $\mathbf{x}_{\text {proj }}$ given as:

$$
\begin{equation*}
\mathbf{x}_{\mathrm{proj}}=\mathbf{V} \mathbf{c}=\underbrace{\mathbf{V}\left(\mathbf{W}^{T} \mathbf{V}\right)^{-1} \mathbf{W}^{T}}_{\mathbf{P}} \mathbf{x}=\mathbf{P} \mathbf{x} \tag{2.5}
\end{equation*}
$$



Figure 2.1: Projection of $\mathbf{x}$ onto $\mathbf{x}_{\text {proj }} \in \mathcal{V}$ along $\epsilon \in \mathcal{W}^{\perp}$

Definition 2.2 (Orthogonal Projector) A projection $\mathbf{P}$ is called orthogonal, if $\operatorname{null}(\mathbf{P})=\operatorname{ran}(\mathbf{P})^{\perp}$ otherwise oblique. Thus, an orthogonal projector is defined thorough the following requirements:

$$
\begin{equation*}
\mathbf{P x} \in \mathcal{V} \text { and }(\mathbf{I}-\mathbf{P}) \mathbf{x} \perp \mathcal{V} . \tag{2.6}
\end{equation*}
$$

For the case of an orthogonal projection, the subspace $\mathcal{W}=\mathcal{V}(c f$. Fig 2.1).
Remark 2.1 (Orthogonal Projectors) A projector is orthogonal if and only if it is Hermitian, i.e., $\mathbf{P}=\mathbf{P}^{\mathbf{H}}$

The following are the properties of orthogonal projectors:
(a) $\|\mathbf{x}\|_{2}^{2}=\|\mathbf{P x}\|_{2}^{2}+\|(\mathbf{I}-\mathbf{P}) \mathbf{x}\|_{2}^{2}$
(b) $\|\mathbf{P x}\|_{2} \leq\|\mathbf{x}\|_{2}$
(c) $\|\mathbf{P}\|_{2}=1$
(d) Any orthogonal projector has only two eigenvalues: zero or one.

### 2.1.2 Singular Value Decomposition (SVD)

The singular value decomposition is one of the most critical matrix decomposition tools of the computational era, providing a foundation for nearly all of the reduction methods presented in this thesis. The SVD method is guaranteed to exist and can be used for various purposes. In the context of the MOR, SVD is used as an underlying algorithm of principal component analysis (PCA) to extract low-rank approximations from time-displaced snapshot data obtained from models. SVD will provide a foundation for many MOR frameworks presented in this thesis. Generally, we are interested in analyzing a large data set $\mathbf{X} \in \mathbb{C}^{n \times n_{s}}$ given as:

$$
\mathbf{X}=\left[\begin{array}{cccc}
\mid & \mid & & \mid  \tag{2.7}\\
\mathbf{x}_{1} & \mathbf{x}_{2} & \cdots & \mathbf{x}_{n_{s}} \\
\mid & \mid & & \mid
\end{array}\right],
$$

where the columns $x_{i} \in \mathbb{C}^{n}$ can be measurements from an experiment or simulations. The column vectors may also represent the state of a physical system evolving in time, e.g., fluid velocity, state of a weather simulation, a set of neural measurements, etc. The columns of $\mathbf{X}$ are often known as snapshots, and $n_{s}$ is the number of snapshots. Typically, $n \gg m$ which results in a tall-skinny matrix.

Definition 2.3 (Singular Value Decomposition) Given a matrix $\mathbf{X} \in \mathbb{C}^{n \times n_{s}}$, the SVD is defined as:

$$
\begin{equation*}
\mathbf{X}=\mathbf{U} \mathbf{\Sigma} \mathbf{V}^{*} \tag{2.8}
\end{equation*}
$$

Full SVD


Economy SVD


Figure 2.2: Schematic of matrices in the full and economy SVD [64]
where $\boldsymbol{\Sigma} \in \mathbb{C}^{n \times n_{s}}$ is a diagonal matrix with real, non-negative diagonal entries, and $\mathbf{U} \in \mathbb{C}^{n \times n}, \mathbf{V} \in \mathbb{C}^{n_{s} \times n_{s}}$ are unitary matrices ${ }^{2}$ with orthonormal columns. When $n \geq n_{s}$, the matrix $\boldsymbol{\Sigma}$ has at most $n_{s}$ non-zero entries on the diagonal, and is often written as $\boldsymbol{\Sigma}=\left[\begin{array}{c}\hat{\boldsymbol{\Sigma}} \\ \mathbf{0}\end{array}\right]$. Thus, an economy version of the SVD can be obtained as follows:

$$
\mathbf{X}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{*}=\left[\begin{array}{ll}
\hat{\mathbf{U}} & \hat{\mathbf{U}}^{\perp}
\end{array}\right]\left[\begin{array}{c}
\hat{\Sigma}  \tag{2.9}\\
0
\end{array}\right] \mathbf{V}^{*}=\hat{\mathbf{U}} \hat{\Sigma} \mathbf{V}^{*}
$$

where $\hat{\mathbf{U}}, \hat{\mathbf{U}}^{\perp}$ have $r, n-r$ columns. The columns of $\hat{\mathbf{U}}^{\perp}$ span a vector space which is orthogonal and complementary to that spanned by $\hat{\mathbf{U}}$. Furthermore, the columns of $\mathbf{U}$ are the left singular vectors of $\mathbf{X}$, and the columns of $\mathbf{V}$ are the right singular vectors. The diagonal entries of $\hat{\boldsymbol{\Sigma}}$ are known as the singular values $\sigma_{i}\{i=1, . ., n\}$ of $\mathbf{X}$, and are ordered from largest to smallest. The schematic for full and economic version of the SVD method are presented in Fig. 2.2.

Remark 2.2 (SVD) These singular values are eigenvectors of $\mathbf{X X}^{*}$ and $\mathbf{X}^{*} \mathbf{X}$ respectively. It readily follows that

$$
\begin{equation*}
\mathbf{X} \mathbf{v}_{i}=\sigma_{i} \mathbf{u}_{i} \quad i=1, \ldots, n \tag{2.10}
\end{equation*}
$$

[^1]The SVD has certain important properties, which are stated as follows.
(a) $\operatorname{Rank} \mathbf{X}=r$.
(b) The orthogonal projection onto the span of columns of $\mathbf{X}$ is $\hat{\mathbf{U}} \hat{\mathbf{U}}^{\perp}$.
(c) The orthogonal projection onto the kernel of $\mathbf{X}^{*}$ is $\mathbf{I}_{n}-\hat{\mathbf{U}} \hat{\mathbf{U}}^{*}$.
(d) The Frobenius norm of $\mathbf{X}$ is $\|\mathbf{X}\|_{\mathrm{F}}=\sqrt{\sigma_{1}^{2}+\ldots+\sigma_{n}^{2}}$.

Perhaps the most important property of SVD is that it gives an optimal low-rank approximation to a matrix $\mathbf{X}$ which is given by the Schmidt-Eckart-Young-Mirsky theorem as follows:

Theorem 2.1 (Schmidt-Eckart-Young-Mirsky) 98] The optimal rank-r approximation to $\mathbf{X}$, in a least-square sense, is given:

$$
\begin{equation*}
\underset{\mathbf{X}, \text { s.t. } \operatorname{rank}(\tilde{\mathbf{X}})=r}{\arg \min }\|\mathbf{X}-\tilde{\mathbf{X}}\|_{\mathrm{F}}=\tilde{\mathbf{U}} \tilde{\Sigma} \tilde{\mathbf{V}}^{*}, \tag{2.11}
\end{equation*}
$$

where $\tilde{\boldsymbol{\Sigma}}$ contains the leading $r \times r$ sub-block of $\boldsymbol{\Sigma}$ and $\tilde{\mathbf{U}}, \tilde{\mathbf{V}}$ represent the first $r$ leading columns of $\mathbf{U}$ and $\mathbf{V}$ respectively. Since $\boldsymbol{\Sigma}$ is diagonal, the rank $r$ SVD approximation is written as the dyadic summation of $r$ distinct rank-1 matrices as follows:

$$
\begin{equation*}
\tilde{\mathbf{X}}=\sum_{i=1}^{r} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{*}=\sigma_{1} \mathbf{u}_{1} \mathbf{v}_{1}^{*}+\sigma_{2} \mathbf{u}_{2} \mathbf{v}_{2}^{*}+\ldots+\sigma_{r} \mathbf{u}_{r} \mathbf{v}_{r}^{*} . \tag{2.12}
\end{equation*}
$$

Thus, the high-dimensional matrix $\mathbf{X}$ can be described by a few dominant patters given by the columns of $\tilde{\mathbf{U}}$ and $\tilde{\mathbf{V}}$. This has the benefit of reducing the size and dimension of large data sets, yielding a tractable basis for visualization and analysis. The use of SVD in this thesis can found in Sec. 4.1.2, 4.3.1, 5.3, and Sec. 6.3.

### 2.1.3 Krylov subspaces

In this thesis, we are mainly concerned with employing projections onto so-called Krylov subspaces. These are named after the Russian mathematician A. N. Krylov, who introduced it in 1931 for the computation of characteristic polynomial of a matrix. Herein we describe the different types of Krylov subspaces:

## A. Classical Krylov subspace:

Definition 2.4 (Classical Krylov subspace) Given a matrix $\mathbf{A} \in \mathbb{R}^{n \times n}$ and a starting vector $\mathbf{b} \in \mathbb{R}^{n}$, the $r$-order Krylov subspace, denoted as $\mathcal{K}_{r}(\mathbf{A}, \mathbf{b})$, is defined as:

$$
\begin{equation*}
\mathcal{K}_{r}(\mathbf{A}, \mathbf{b})=\operatorname{span}\left\{\mathbf{b}, \mathbf{A b}, \mathbf{A}^{2} \mathbf{b}, \ldots, \mathbf{A}^{r-1} \mathbf{b}\right\} . \tag{2.13}
\end{equation*}
$$

If the $r$ vectors are linearly independent, then they form a $r$-dimensional basis $\mathcal{V}=\operatorname{ran}(\mathbf{V}) \subset \mathcal{K}_{r}(\mathbf{A}, \mathbf{b})$ with the basis matrix as $\mathbf{V} \in \mathbb{R}^{n \times r}$. In control system community, the Krylov subspaces are known as reachability or controllability subspaces.
In practice, the powers of $\mathbf{A}$ are computed iteratively from the previous ones by setting $\mathbf{v}_{0}=\mathbf{b}, \mathbf{v}_{l}=\mathbf{A v}_{l-1}, l=1,2, \ldots r-1$, with a subsequent orthogonalization at every iteration using a Gram-Schmidt process. The most common implementations are the Lanczos [180] method and the Arnoldi iteration [22].

## B. Rational Krylov subspace:

Proposed by Ruhe [253], the rational Krylov subspaces are used to obtain shifted versions of the classical Krylov subspaces.

Definition 2.5 (Block rational Krylov subspaces) Given the matrices $\mathbf{E}, \mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B} \in \mathbb{R}^{n \times m}$, and the interpolation point $\sigma \in \mathbb{C}\left(\sigma \notin \lambda\left(\mathbf{E}^{-1} \mathbf{A}\right)\right)$, the $r$-order block rational Krylov subspace $\mathcal{K}_{r}\left(\mathbf{A}_{\sigma}^{-1} \mathbf{E}, \mathbf{A}_{\sigma}^{-1} \mathbf{B}\right)$ is defined as:

$$
\begin{equation*}
\mathcal{K}_{r}\left(\mathbf{A}_{\sigma}^{-1} \mathbf{E}, \mathbf{A}_{\sigma}^{-1} \mathbf{B}\right)=\operatorname{span}\left\{\mathbf{A}_{\sigma}^{-1} \mathbf{B}, \mathbf{A}_{\sigma}^{-1} \mathbf{E} \mathbf{A}_{\sigma}^{-1} \mathbf{B}, \ldots,\left(\mathbf{A}_{\sigma}^{-1} \mathbf{E}\right)^{r-1} \mathbf{A}_{\sigma}^{-1} \mathbf{B}\right\}, \tag{2.14}
\end{equation*}
$$

where $\mathbf{A}_{\sigma}=(\sigma \mathbf{E}-\mathbf{A})^{-1}$.
A key advantage of Krylov subspaces is that an orthonormal basis $\mathbf{V}$ can be constructed that will span the union of several Krylov subspaces. For instance, the following projection basis $\mathbf{V}$, with:

$$
\begin{equation*}
\operatorname{Ran}(\mathbf{V}) \subseteq \operatorname{span}\left\{\mathbf{E}^{-1} \mathbf{B}, \ldots,\left(\mathbf{E}^{-1} \mathbf{A}\right)^{r-1} \mathbf{E}^{-1} \mathbf{B}, \mathbf{A}^{-1} \mathbf{B}, \ldots,\left(\mathbf{A}^{-1} \mathbf{E}\right)^{r-1} \mathbf{A}^{-1} \mathbf{B}\right\} \tag{2.15}
\end{equation*}
$$

is obtained as the the union of rational Krylov subspaces $\mathcal{K}_{r}\left(\mathbf{E}^{-1} \mathbf{A}, \mathbf{E}^{-1} \mathbf{B}\right) \cup$ $\mathcal{K}_{r}\left(\mathbf{A}^{-1} \mathbf{E}, \mathbf{A}^{-1} \mathbf{B}\right)$ for $\sigma=\infty$ and $\sigma=0$. This extended version of the Krylov subspace is referred as Krylov-Plus-Inverted-Krylov (KPIK).
Another possibility is to obtain different shifts $\sigma_{i}, i=1, \ldots, q$ with respective multiplicities $r_{i}$. As such, the union of Krylov subspaces $\mathcal{K}_{r_{1}}\left(\mathbf{A}_{\sigma_{1}}^{-1} \mathbf{E}, \mathbf{A}_{\sigma_{1}}^{-1} \mathbf{B}\right) \cup$ $\ldots \cup \mathcal{K}_{r_{q}}\left(\mathbf{A}_{\sigma_{q}}^{-1} \mathbf{E}, \mathbf{A}_{\sigma_{q}}^{-1} \mathbf{B}\right)$ leads to the block multipoint rational Krylov subspace given as:
$\operatorname{Ran}(\mathbf{V}) \subseteq \operatorname{span}\left\{\mathbf{A}_{\sigma_{1}}^{-1} \mathbf{B}, \ldots,\left(\mathbf{A}_{\sigma_{1}}^{-1} \mathbf{E}\right)^{r_{1}-1} \mathbf{A}_{\sigma_{1}}^{-1} \mathbf{B}, \ldots, \mathbf{A}_{\sigma_{q}}^{-1} \mathbf{B}, \ldots,\left(\mathbf{A}_{\sigma_{q}}^{-1} \mathbf{E}\right)^{r_{q}-1} \mathbf{A}_{\sigma_{q}}^{-1} \mathbf{B}\right\}$,
where the matrix $\mathbf{A}_{\sigma_{i}}=\left(\sigma_{i} \mathbf{E}-\mathbf{A}\right)$.

## C. Tangential Krylov subspace:

A drawback of the block Krylov subspaces is that at every new step, the basis grows by $m$. In order to suppress the fast growth of dimension, one can choose a single tangential direction $\mathbf{w} \in \mathbb{C}^{m}$ and then apply the vector Bw. The result will be that the number of new columns per iteration will be reduced to one. Furthermore, it is also possible to select one tangential direction $\left\{\mathbf{w}_{i}\right\}_{i=1}^{q}$ for each shift $\left\{\sigma_{i}\right\}_{i=1}^{q}$ leading to tangential multipoint Krylov subspace given as:

$$
\begin{equation*}
\operatorname{Ran}(\mathbf{V}) \subseteq \operatorname{span}\left\{\mathbf{A}_{\sigma_{1}}^{-1} \mathbf{B w}_{1}, \mathbf{A}_{\sigma_{2}}^{-1} \mathbf{B w}_{2}, \ldots, \mathbf{A}_{\sigma_{q}}^{-1} \mathbf{B} \mathbf{w}_{q}\right\} \tag{2.17}
\end{equation*}
$$

The tangential Krylov subspaces constitute a very general representation, since the choice of $\mathbf{w}_{i}=\mathbf{I}_{m}$ leads to a block Krylov subspace and for $m=1$ simplifies to $\mathbf{B} \rightarrow \mathbf{b}$ and $\mathbf{w}_{i}=1$.

Remark 2.3 (Output Krylov subspaces) By replacing $\mathbf{A} \rightarrow \mathbf{A}^{T}, \mathbf{E} \rightarrow$ $\mathbf{E}^{T}$ and $\mathbf{B} \rightarrow \mathbf{C}^{T}$, the dual counterparts for all stated Krylov subspaces can be obtained. These are also known as output Krylov subspaces

Krylov subspaces are extensively used in the linear algebra community for:
(a) Iterative solution of linear system $\mathbf{A x}=\mathbf{b}$ : Based on the fact that the successive approximations of $\mathbf{x}$ belong to the Krylov subspace $\mathcal{K}()$, both Arnoldi and Lanczos algorithms are used to iteratively construct orthonormal basis of these subspaces.
(b) Iterative computation of eigenvalues of $\mathbf{A}$ : The simplest approach is by using the power method whereby, the successive terms $\mathbf{A}^{k-1} \mathbf{b}$ are computed for a given b. However, due to slow convergence, Krylov subspace methods are used where at the $k$ th step, the information contained in $\mathbf{b}, \mathbf{A b}, \ldots, \mathbf{A}^{k-1} \mathbf{b}$ is used [184, 275].
(c) Approximation of linear systems by moment-matching: This is the problem of interest in this thesis and is discussed in detail.

### 2.1.4 Error measures

Throughout this thesis, we will use certain error margins to access the quantitative comparison of the reduced models with the original model. As such, we describe herein the quantitative analysis of ROMs in the time-domain, which is mainly employed in the context of nonlinear dynamical systems. For linear systems, the error is usually measured in frequency-domain using transfer functions of FOMs and ROMs. Based on the specific application, the accuracy of ROMs can be measured in terms of whole state vector $\mathbf{x}(t)$ or through some specific measurement vector $\mathbf{y}(t)$.

## A. Norm-wise error measure

For a norm-wiser error evaluation, the simulated data is collected and evaluated as matrices, i.e. $\mathbf{x} \in \mathbb{R}^{n \times n_{s}}, \mathbf{x}_{r} \in \mathbb{R}^{r \times n_{s}}$ and $\mathbf{y}, \mathbf{y}_{r} \in \mathbb{R}^{p \times n_{s}}$. Now, depending upon the type of norm used, the relative errors for various reduction methods "red" can be obtained norm-wise as follows:

$$
\begin{equation*}
\mathbf{e}_{\mathbf{x}, \mathrm{rel}(*)}^{r e d}=\frac{\left\|\mathbf{x}-\mathbf{V} \mathbf{x}_{r}^{r e d}\right\|_{(*)}}{\|\mathbf{x}\|_{(*)}}, \quad \mathbf{e}_{\mathbf{y}, r \mathrm{rel}(*)}^{r e d}=\frac{\left\|\mathbf{y}-\mathbf{y}_{r}^{\text {red }}\right\|_{(*)}}{\|\mathbf{y}\|_{(*)}}, \tag{2.18}
\end{equation*}
$$

where any desired matrix norm $(*) \in\{1,2, \infty, \mathrm{~F}\}$ can be used. Additionally, the norm-wise error can also be measured in time using a desired signal norm $\mathcal{L}_{p} \in\left\{\mathcal{L}_{1}, \mathcal{L}_{2}, \mathcal{L}_{\infty}\right\}$ as follows:

$$
\begin{equation*}
\mathbf{e}_{\mathbf{x}, \mathrm{rel}, \mathcal{L}_{\mathbf{p}}}^{r e d}=\frac{\left\|\mathbf{x}-\mathbf{V} \mathbf{x}_{r}^{r e d}\right\|_{\mathcal{L}_{p}}}{\|\mathbf{x}\|_{\mathcal{L}_{p}}}, \quad \mathbf{e}_{\mathbf{y}, \mathrm{rel}, \mathcal{L}_{\mathbf{p}}}^{r e d}=\frac{\left\|\mathbf{y}-\mathbf{y}_{r}^{r e d}\right\|_{\mathcal{L}_{p}}}{\|\mathbf{y}\|_{\mathcal{L}_{p}}}, \tag{2.19}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{e}_{\mathbf{y}, \text { rel }, \mathcal{L}_{1}}^{r e d}=\frac{\left\|\mathbf{y}-\mathbf{y}_{r}^{r e d}\right\|_{\mathcal{L}_{1}}}{\|\mathbf{y}\|_{\mathcal{L}_{1}}}=\frac{\sum_{k=1}^{n_{s}}\left\|\mathbf{y}\left(t_{k}\right)-\mathbf{y}_{r}^{r e d}\left(t_{k}\right)\right\|_{2}}{\sum_{k=1}^{n_{s}}\left\|\mathbf{y}\left(t_{k}\right)\right\|_{2}}  \tag{2.20a}\\
& \mathbf{e}_{\mathbf{y}, \text { rel }, \mathcal{L}_{2}}^{r e d}=\frac{\left\|\mathbf{y}-\mathbf{y}_{r}^{r e d}\right\|_{\mathcal{L}_{2}}}{\|\mathbf{y}\|_{\mathcal{L}_{2}}}=\frac{\sqrt{\sum_{k=1}^{n_{s}}\left\|\mathbf{y}\left(t_{k}\right)-\mathbf{y}_{r}^{r e d}\left(t_{k}\right)\right\|_{2}^{2}}}{\sqrt{\sum_{k=1}^{n_{s}}\left\|\mathbf{y}\left(t_{k}\right)\right\|_{2}^{2}}}  \tag{2.20b}\\
& \mathbf{e}_{\mathbf{y}, \text { rel }, \mathcal{L}_{\infty}}^{r e d}=\frac{\left\|\mathbf{y}-\mathbf{y}_{r}^{r e d}\right\|_{\mathcal{L}_{\infty}}}{\|\mathbf{y}\|_{\mathcal{L}_{\infty}}}=\frac{\max _{k}\left\|\mathbf{y}\left(t_{k}\right)-\mathbf{y}_{r}^{r e d}\left(t_{k}\right)\right\|_{2}}{\max _{k}\left\|\mathbf{y}\left(t_{k}\right)\right\|_{2}} \tag{2.20c}
\end{align*}
$$

## B. Point-wise error measure:

Besides the norm-wise error, the error can also be measured as a time-series data by evaluating the states $\mathbf{x}\left(t_{k}\right) \in \mathbb{R}^{n}, \mathbf{x}_{r}^{r e d}\left(t_{k}\right) \in \mathbb{R}^{r}$ and the outputs $\mathbf{y}\left(t_{k}\right), \mathbf{y}_{r}^{r e d}\left(t_{k}\right) \in \mathbb{R}^{p}$ at every time-step $t_{k}$. The point-wise wise in this case will be evaluated as follows:

$$
\begin{equation*}
\mathbf{e}_{\mathbf{x}, \text { rel(.) }}^{r e d}\left(t_{k}\right)=\frac{\left\|\mathbf{x}\left(t_{k}\right)-\mathbf{V} \mathbf{x}_{r}^{\text {red }}\left(t_{k}\right)\right\|_{(.)}}{\left\|\mathbf{x}\left(t_{k}\right)\right\|_{(.)}}, \quad \mathbf{e}_{\mathbf{y}, \text { rel(.) }}^{r e d}\left(t_{k}\right)=\frac{\left\|\mathbf{y}\left(t_{k}\right)-\mathbf{y}_{r}^{\text {red }}\left(t_{k}\right)\right\|_{(.)}}{\left\|\mathbf{y}\left(t_{k}\right)\right\|_{(.)}} \tag{2.21}
\end{equation*}
$$

for any desired vector norm $(.) \in\{1,2, \infty, \ldots\}$.

### 2.2 Model order reduction in linear systems

### 2.2.1 Linear time-invariant systems

Surprisingly, many technical systems can be represented as linear time invariant (LTI) systems. Though most of the complex systems are intrinsically nonlinear, linear models often help to provide a first approximation of the underlying dynamics. Furthermore, in many practical situations, linearizing the nonlinear model around a known equilibrium point provides a reflection of how the original model evolves which is highly beneficial in control and design.

Let us begin with the state-space representation of a large-scale, continuoustime, multiple-input, multiple-output LTI system as follows:

$$
\boldsymbol{\Sigma}\left\{\begin{align*}
\mathbf{E} \dot{\mathbf{x}}(t) & =\mathbf{A} \mathbf{x}(t)+\mathbf{B u}(t), \quad \mathbf{x}(0)=\mathbf{x}_{\mathbf{0}}  \tag{2.22}\\
\mathbf{y}(t) & =\mathbf{C x},
\end{align*}\right.
$$

where $\mathbf{x}(t) \in \mathbb{R}^{n}$ is known as the state-vector in control system parlance. This represents the vector of unknowns whose entries are called internal variables or state variables. The order of the state-space model is $n$ i.e., the state vector $\mathbf{x}(t) \in \mathbb{R}^{n}$ spans an $n$-dimensional Euclidean space. Vectors $\mathbf{u}(t) \in \mathbb{R}^{m}$ and $\mathbf{y}(t) \in \mathbb{R}^{p}$ are the inputs and outputs of the system, whereas $\mathbf{E} \in \mathbb{R}^{n \times n}$ is the (nonsingular) descriptor matrix, $\mathbf{A} \in \mathbb{R}^{n \times n}$ is the system matrix, $\mathbf{B} \in \mathbb{R}^{n \times m}$ is the input matrix, and $\mathbf{C} \in \mathbb{R}^{p \times n}$ is the output matrix respectively. System (2.22) represents a multiple-input multiple-output (MIMO) system with $m, p \ll n$. However, for single-input single-output (SISO) systems, $m=p=1$, and the matrices $\mathbf{B}$, $\mathbf{C}$ become vectors $\mathbf{b}$ and $\mathbf{c}^{T}$ whereas vectors $\mathbf{u}$ and $\mathbf{y}$ become scalars $u$ and $y$ respectively. The LTI system $(\overline{2.22})$ is called regular if the matrix $\mathbf{E}$ is nonsingular or descriptor system otherwise. In case of singular $\mathbf{E}$, (2.22) represents a system of differential-algebraic equations (DAEs) rather than ordinary differential equations (ODEs) which are more difficult to solve. So, system (2.22) essentially represents a large-scale, initial value problem that we are interested in solving for some predefined time-span, in the presence of some excitation function $\mathbf{u}(t)$.

Throughout this thesis the matrix $\mathbf{E}$ is assumed to be regular, i.e, without any algebraic constraints. The regularity of $\mathbf{E}$ theoretically allows us to replace $\mathbf{A} \rightarrow \mathbf{E}^{-1} \mathbf{A}$ and $\mathbf{B} \rightarrow \mathbf{E}^{-1} \mathbf{B}$ in order to obtain an explicit representation with $\mathbf{E}=\mathbf{I}$. Nevertheless, the inverse is usually avoided in practice due to numerical reasons and only used in theoretical statements. In addition to this, it is assumed throughout thesis that system 2.22 is minimal, i.e., the pair $\left(\mathbf{E}^{-1} \mathbf{A}, \mathbf{E}^{-1} \mathbf{B}\right)$ is controllable (cf. Def. 2.7) and the pair ( $\mathbf{C}, \mathbf{E}^{-1} \mathbf{A}$ ) is observable (cf. Def. 2.8). It is further assumed that the system $\boldsymbol{\Sigma}$ is asymptotically stable (cf. Def. 2.6) implying that all the eigenvalues are in the open left-half of the complex plane, i.e., $\lambda\left(\mathbf{E}^{-1} \mathbf{A}\right) \subset \mathbb{C}_{-}$.

Definition 2.6 (Asymptotic Stability) A dynamical system is called stable, if for every state-trajectory $\mathbf{x}(t)$ it holds $\|\mathbf{x}(t)\| \leq c, \forall t$ for some constant $c$ and asymptotically stable if additionally, $\lim _{t \rightarrow \infty}\|\mathbf{x}(t)\|=0$ for an arbitrary norm $\|\cdot\|$

Definition 2.7 (Reachability) Given a dynamical system $\Sigma$, a state $\hat{\mathbf{x}} \in \mathbb{R}^{n}$ is called reachable from the zero state if there exists a forcing function $\mathbf{u}(t)$ of finite energy, and a time $T<\infty$ such that

$$
\hat{\mathbf{x}}=\phi(\mathbf{u} ; 0 ; T) .
$$

The system $\boldsymbol{\Sigma}$ is called reachable if the reachability matrix given as

$$
\mathcal{R}=\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{n-1} \mathbf{B} \tag{2.23}
\end{array}\right] \in \mathbb{R}^{n \times n m},
$$

has full row rank, i.e., $\operatorname{rank}(\mathcal{R})=n$.
Alternatively, the linear system $\boldsymbol{\Sigma}$ is reachable if the reachability gramian $\mathcal{P} \in$ $\mathbb{R}^{n \times n}$, defined as

$$
\begin{equation*}
\mathcal{P}=\int_{\tau=0}^{\infty} e^{\left(\mathbf{E}^{-1} \mathbf{A}\right) \tau} \mathbf{E}^{-1} \mathbf{B}\left(\mathbf{E}^{-1} \mathbf{B}\right)^{T} e^{\left(\mathbf{E}^{-1} \mathbf{A}\right)^{T} \tau} d \tau, \tag{2.24}
\end{equation*}
$$

is positive definite, i.e., $\mathcal{P}=\mathcal{P}^{T} \succ \mathbf{0}$.
The concept of reachability is essential for some model reduction methods, such as balanced truncation, which will be discussed later on. The idea is to figure out which states are challenging to reach, i.e., states which require a large amount of energy to be reached. Once identified, those states can be neglected without influencing the behavior of the system.

Definition 2.8 (Observability) Given a dynamical system $\boldsymbol{\Sigma}$, the pair ( $\mathbf{C}, \mathbf{A}$ ) is called observable, if the observability matrix defined as:

$$
\mathcal{O}=\left[\begin{array}{llll}
\mathbf{C}^{\mathbf{T}} & \mathbf{A}^{\mathbf{T}} \mathbf{C}^{\mathbf{T}} & \cdots & \mathbf{A}^{\mathbf{T}^{n-1}} \mathbf{C}^{\mathbf{T}} \tag{2.25}
\end{array}\right]^{T} \in \mathbb{R}^{p n \times n},
$$

has full column rank, i.e., $\operatorname{rank}(\mathcal{O})=n$.
Alternatively, the linear system $\boldsymbol{\Sigma}$ is observable if and only if the observability Gramian $\mathcal{Q} \in \mathbb{R}^{n \times n}$, defined as

$$
\begin{equation*}
\mathcal{Q}=\int_{\tau=0}^{\infty} e^{\left(\mathbf{E}^{-1} \mathbf{A}^{T}\right) \tau} \mathbf{C}^{T} \mathbf{C} e^{\left(\mathbf{E}^{-1} \mathbf{A}\right) \tau} d \tau \tag{2.26}
\end{equation*}
$$

is positive definite, i.e., $\mathcal{Q}=\mathcal{Q}^{T} \succ \mathbf{0}$.

### 2.2.2 Input-output characterization in time domain

It is well known that the solution of the state-equation $(2.22)$ is determined as:

$$
\begin{equation*}
\mathbf{x}(t)=e^{\left(\mathbf{E}^{-1} \mathbf{A}\right) t} \mathbf{x}_{\mathbf{0}}+\int_{0}^{t} e^{\mathbf{E}^{-1} \mathbf{A}(t-\tau)} \mathbf{E}^{-1} \mathbf{B u}(\tau) d \tau \tag{2.27}
\end{equation*}
$$

Assuming a zero initial condition $\mathbf{x}_{\mathbf{0}}=\mathbf{0}$, the so-called impulse response matrix of the system is given as:

$$
\begin{equation*}
\mathbf{h}(t)=\mathbf{C} e^{\left(\mathbf{E}^{-1} \mathbf{A}\right) t} \mathbf{E}^{-1} \mathbf{B} \in \mathbb{R}^{p \times m}, \tag{2.28}
\end{equation*}
$$

and the output response $\mathbf{y}_{i}(t)$ for $i=1,2, \ldots, p$ is then given as:

$$
\begin{equation*}
\mathbf{y}_{i}(t)=\sum_{k=1}^{m} \int_{\tau=0}^{t} h_{i k}(t-\tau) \mathbf{u}_{k} d \tau+\mathbf{c}_{i}^{T} e^{\left(\mathbf{E}^{-1} \mathbf{A}\right) t} \mathbf{x}_{\mathbf{0}}, \tag{2.29}
\end{equation*}
$$

where denotes the $(i k)$-th entry of the impulse response matrix $\mathbf{h}(t)$.

### 2.2.3 Input-output characterization in frequency-domain

In order to derive an explicit input-output relation of system (2.22) in frequencydomain, we proceed by taking Laplace transform of equations (2.22)

$$
\begin{align*}
s \mathbf{E X}(s)-\mathbf{X}(0) & =\mathbf{A X}(s)+\mathbf{B U}(s),  \tag{2.30a}\\
\mathbf{Y}(s) & =\mathbf{C X}(s) . \tag{2.30b}
\end{align*}
$$

Solving for state equation and substituting the result in output equation yields:

$$
\begin{equation*}
\mathbf{Y}(s)=\underbrace{\mathbf{C}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B}}_{\mathbf{G}(s)} \mathbf{U}(s)+\mathbf{C}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{X}(0), \tag{2.31}
\end{equation*}
$$

where $\mathbf{G}(s)=\mathbf{C}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B} \in \mathbb{R}^{p \times m}$ is the rational transfer function matrix. For SISO systems, the transfer function is a rational function of degree $n$. A useful representation of the transfer function $\mathbf{G}(s)$ known as the pole-residue expression is obtained for a diagonal $\mathbf{A}$, which given as follows:

$$
\begin{equation*}
\mathbf{G}(s)=\sum_{i=1}^{n} \frac{R_{i}}{s-\lambda_{i}}, \tag{2.32}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{i}=\lim _{s \rightarrow \lambda_{i}} \mathbf{G}(s)\left(s-\lambda_{i}\right), \tag{2.33}
\end{equation*}
$$

and $\lambda_{i}, i=1, \ldots, n$ represent the eigenvalues of $\mathbf{A}$. Kindly note that minimal assumption of system $\boldsymbol{\Sigma}$ implies that no pole-zero cancellation occurs. This will otherwise result in a system with less dimensions.

### 2.2.4 Reduction using projection

As previously discussed in Section 2.1.1, model order reduction of dynamical systems is often performed using projection technique, i.e., the high-order dynamics are projected onto a subspace of lower dimension. In what follows, we explain the projective MOR scheme for LTI systems.

The idea is based on the premise that the state-trajectory $\mathbf{x}(t)$ mainly evolves in a $r$-dimensional subspace $\mathcal{V}$ of the state-space $\mathbb{R}^{n}$. Let $\mathbf{V} \in \mathbb{R}^{n \times r}$, which is full column rank matrix, be the basis of $\mathcal{V}$, then the state-vector $\mathbf{x}(t) \in \mathbb{R}^{n}$ can be expressed in terms of reduced state-vector $\mathbf{x}_{r}(t) \in \mathbb{R}^{r}$ as follows:

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{V} \mathbf{x}_{r}(t)+\mathbf{e}(t), \tag{2.34}
\end{equation*}
$$

where $e(t)$ is the error due to approximation. Using (2.34) into the state-equation (2.22) yields an over-determined system of equations given as:

$$
\begin{equation*}
\mathbf{E V} \dot{\mathbf{x}}_{r}(t)=\mathbf{A V} \mathbf{X}_{r}(t)+\mathbf{B u}(t)+\underbrace{\mathbf{A e}(t)-\mathbf{E}(t)}_{\mathbf{r}(t)} . \tag{2.35}
\end{equation*}
$$

Now, in order to make this a well-posed problem, the system (2.35) is projected orthogonally to another subspace $\mathcal{W}=\operatorname{ran}(\mathbf{W})$ where the matrix $\mathbf{W} \in \mathbb{R}^{n \times r}$ is a basis of $\mathcal{W}$ and is selected such that $\mathbf{W}^{T} \mathbf{E V}$ is non-singular. This yields the desired projector onto the subspace $\mathcal{U}=\operatorname{ran}(\mathbf{E V})$, and is given as:

$$
\begin{equation*}
\mathbf{P}=\mathbf{E V}\left(\mathbf{W}^{T} \mathbf{E V}\right)^{-1} \mathbf{W}^{T} . \tag{2.36}
\end{equation*}
$$

Multiplying (2.35) from the left with the projector (2.36) yields:

$$
\begin{equation*}
\mathbf{P}(\underbrace{\mathbf{E V} \dot{\mathbf{x}}_{r}(t)-\mathbf{A V} \mathbf{x}_{r}(t)-\mathbf{B u}(t)}_{\Gamma\left(\mathbf{V} \mathbf{x}_{r}(t)\right), \mathbf{u}(t)}-\mathbf{r}(t))=\mathbf{0} . \tag{2.37}
\end{equation*}
$$

Now, enforcing a so-called Petro-Galerkin condition, i.e., $\mathbf{W}^{T} \mathbf{r}(t)=\mathbf{0}$ eliminates the residual term leading to the final reduced model of dimension $r$ as follows:

$$
\boldsymbol{\Sigma}_{r}:\left\{\begin{array}{l}
\mathbf{E}_{r} \dot{\mathbf{x}}_{r}(t)=\mathbf{A}_{r} \mathbf{x}_{r}(t)+\mathbf{B}_{r} \mathbf{u}(t), \quad \mathbf{x}_{r}(0)=\mathbf{x}_{r, 0},  \tag{2.38}\\
\mathbf{y}_{r}(t)=\mathbf{C}_{r} \mathbf{x}_{r}(t),
\end{array}\right.
$$

where

$$
\begin{equation*}
\mathbf{E}_{r}=\mathbf{W}^{T} \mathbf{E V}, \mathbf{A}_{r}=\mathbf{W}^{T} \mathbf{A V}, \mathbf{B}_{r}=\mathbf{W}^{T} \mathbf{B}, \mathbf{C}_{r}=\mathbf{C V} \tag{2.39}
\end{equation*}
$$

and $\mathbf{x}_{r, 0}=\left(\mathbf{W}^{T} \mathbf{E V}\right)^{-1} \mathbf{W}^{T} \mathbf{E} \mathbf{x}_{0}$. It still remains open how to choose the projection matrices $\mathbf{V}$ and $\mathbf{W}$ such that $\mathbf{e}(t)=\left\|\mathbf{y}-\mathbf{y}_{r}\right\|$ is minimized. This is where the different reduction methods vary, and is explained next.

### 2.2.5 Overview of linear reduction methods

## A. Methods based on balancing

Balanced truncation and the related methods are the methods of choice for model reduction techniques for LTI systems as it preserves the asymptotic stability in the reduced model. The idea was first introduced by Mullis and Roberts in 1976 [212], and was later formalized by Moore [210]. The idea is to transform the system into a realization where the states that are difficult to control are simultaneously hard to observe. This is achieved by simultaneously diagonalizing the reachability and observability gramians $\mathcal{P}$ and $\mathcal{Q}$ which are the solutions of the Lyapunov equations given as:

$$
\begin{array}{r}
\mathbf{A} \mathcal{P} \mathbf{E}^{T}+\mathbf{E} \mathcal{P} \mathbf{A}^{T}+\mathbf{B B}^{T}=\mathbf{0} \\
\mathbf{A}^{T} \mathbf{Q E}+\mathbf{E}^{T} \mathbf{Q A}+\mathbf{C}^{T} \mathbf{C}=\mathbf{0} \tag{2.40b}
\end{array}
$$

where $\mathbf{Q}=\mathbf{E}^{T^{-1}} \mathcal{Q} \mathbf{E}^{-1}$.
Definition 2.9 (Lyapunov balancing) The reachable, observable and stable system $\boldsymbol{\Sigma}$ is called Lyapunov balanced if

$$
\begin{equation*}
\mathcal{P}=\mathcal{Q}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right), \tag{2.41}
\end{equation*}
$$

where $\sigma_{1}>\sigma_{2}>\ldots>\sigma_{n} \geq 0$, and $\sigma_{i}=\sqrt{\lambda_{i}(\mathcal{P Q})}$ are called Hankel sinular values. The systems with equal and diagonal Gramians are called balanced realizations.

To be more precise, the smallest amount of energy required to reach a state $\mathbf{x}_{r}$ from zero initial state $\mathbf{x}_{0}$ is given by [14]

$$
\begin{equation*}
\mathbf{E}_{r}=\mathbf{x}_{r}^{*} \mathcal{P}^{-1} \mathbf{x}_{r}, \tag{2.42}
\end{equation*}
$$

while the largest observation energy produced by the state $\mathbf{x}_{0}$ with no excitation function is given by (Chapter 4, [14])

$$
\begin{equation*}
\mathbf{E}_{o}=\mathbf{x}_{0}^{*} \mathcal{Q} \mathbf{x}_{0} . \tag{2.43}
\end{equation*}
$$

Thus, if a system $\Sigma$ satisfies the relation (2.41), then the states that require a huge amount of energy to reach yield only a small amount of energy if they are observed. This yields the conclusion that, these states do not contribute much to the input-output behavior of the system, and hence can be neglected.
In general, there are two steps to obtain a reduced model via balanced truncation. The first step is to transform the system to be reduced into a balanced realization, where each state is equally controllable and observable, i.e., the controllable and observable Gramians become equal and diagonal.

Then, the next step is performed by truncating the state variables that correspond to smallest singular values $\sigma_{j} \ll \sigma_{i}, i=1, \ldots, r, j=r+1, \ldots, n$. This is achieved numerically by, e.g., the square root balancing method [130] which is summarized in Algorithm 1 .

```
Algorithm 1 Generalized Square Root (GSR) Method
Input: A realization \(\boldsymbol{\Sigma}=\{\mathbf{E}, \mathbf{A}, \mathbf{B}, \mathbf{C}\}\)
Output: \(\left\{\mathbf{E}_{r} \mathbf{A}_{r}, \mathbf{B}_{r}, \mathbf{C}_{r}\right\}\)
```

1: Compute the cholesky factors $\mathbf{R}_{p}$ and $\mathbf{L}_{p}$ of the Gramians $\mathcal{P}$ and $\mathcal{Q}$ that satisfy $\mathcal{P}=\mathbf{R}_{p} \mathbf{R}_{p}^{T}$ and $\mathcal{Q}=\mathbf{L}_{p} \mathbf{L}_{p}^{T}$.
Obtain the SVD of $\mathbf{L}_{p}^{T} \mathbf{E R}_{p}=\mathbf{U S V}^{T}$ and partition:

$$
\mathbf{L}_{p}^{T} \mathbf{E R}_{p}=\left[\begin{array}{ll}
\mathbf{U}_{1} & \mathbf{U}_{2}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{S}_{1} & \\
& \mathbf{S}_{2}
\end{array}\right]\left[\begin{array}{l}
\mathbf{V}_{1}^{T} \\
\mathbf{V}_{2}^{T}
\end{array}\right],
$$

where $\mathbf{U}_{1} \in \mathbb{R}^{n \times r}, \mathbf{V}_{1}^{T} \in \mathbb{R}^{n \times r}$ are orthogonal, and $\mathbf{S}_{1}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right) \in \mathbb{R}^{r \times r}$.
3: Select $\mathcal{V}=\mathbf{R}_{p} \mathbf{V}_{1} \mathbf{S}_{1}^{-1 / 2} \in \mathbb{R}^{n \times r}$ and $\mathcal{W}^{T}=\mathbf{S}_{1}^{-1 / 2} \mathbf{U}_{1}^{T} \mathbf{L}_{p}^{T} \in \mathbb{R}^{r \times n}$ and projection matrices $\mathbf{T}=\mathcal{W}^{T}$ and $\mathbf{T}^{-1}=\mathcal{V}$.
4: Compute the reduced-order system:

$$
\left\{\mathbf{E}_{r}, \mathbf{A}_{r}, \mathbf{B}_{r}, \mathbf{C}_{r}\right\}=\left\{\mathbf{T E T}^{-1}, \mathbf{T A T}^{-1}, \mathbf{T B}, \mathbf{C T}^{-1}\right\} .
$$

In order to reduce the order of descriptor system (2.22), we have to compute the Cholesky factors of the reachability and observability Gramians that satisfy the Lyapunov equation (2.40). These factors can be determined by the generalized Schur-Hammarling method [281, 282] without having to compute the solution of Lyapunov equations explicitly. Lyanupov balancing can be applied efficiently for small and moderate size systems, however, in largescale settings, exact balancing becomes highly expensive as it requires dense matrix factorizations resulting in a computational complexity of $\mathcal{O}\left(n^{3}\right)$ and storage of $\mathcal{O}\left(n^{2}\right)$. Towards this direction, approximate balanced reduction methods were proposed, see, e.g., Penzel [230], Antoulas and Sorensen [277], Gugercin et al. [144].
Besides the Lyapunov balancing, there exist other types of balancing methods such as stochastic balancing [92], positive real balancing, bounded real balancing [221], frequency weighted balancing [102], and LQG balancing methods [161]. Furthermore, balanced truncation methods have also been extended to differential-algebraic equations [283, 202, [56], time-varying systems [271, 258, 181], nonlinear systems [267, 50], second-order systems [206, 76, 247, and parametric systems [274].

One of the main advantage of balanced truncation methods is that it generally preserves the asymptotic stability in the reduced model with a rigorous a-priori error bound [130] given as:

$$
\begin{equation*}
\left\|\mathbf{G}-\mathbf{G}_{r}\right\|_{\mathcal{H}_{\infty}} \leq 2 \sum_{1=r+1}^{n} \sigma_{i} \tag{2.44}
\end{equation*}
$$

where $\mathbf{G}_{r}(s)=\mathbf{C}_{r}\left(s \mathbf{E}_{r}-\mathbf{A}_{r}\right)^{-1} \mathbf{B}_{r}$ is the reduced transfer function model. However, the global error bound (2.44) holds only when the Lyapunov equations are solved in exact arithmetic. When using an approximate solution of the Lyapunov equation, the bound is expected to hold only approximately [38, 143]. Despite these issues, balanced truncation still remains the popular MOR choice for LTI systems.

## B. Methods based on Krylov subspaces

Another class of model reduction for LTI systems is based on Krylov subspaces. These are also known in MOR literature as moment-matching methods [14, 19, 16, 18]. These methods produce a reduced-order model that interpolates the full-order system's response at some predefined interpolation points. The main reason these methods are so successful is their numerical stability and that these methods involve less dense matrix transformations. Some excellent reviews can be found in Refs. 40, 31, 116, 109, 120, 117.
For LTI systems considered here, the transfer function $\mathbf{G}(s)$ can also be written as:

$$
\begin{equation*}
\mathbf{G}(s)=-\mathbf{C}\left(\mathbf{I}-s \mathbf{A}^{-1} \mathbf{E}\right)^{-1} \mathbf{A}^{-1} \mathbf{B} . \tag{2.45}
\end{equation*}
$$

Using the Neumann expansion, we can rewrite the above expression as:

$$
\begin{equation*}
\left(\mathbf{I}-s \mathbf{A}^{-1} \mathbf{E}\right)^{-1}=\sum_{i=0}^{\infty}\left(\mathbf{A}^{-1} \mathbf{E} s\right)^{i}, \tag{2.46}
\end{equation*}
$$

which can be further expanded via Taylor series as

$$
\begin{align*}
\mathbf{G}(s)= & -\mathbf{C A}^{-1} \mathbf{B}-\mathbf{C A}^{-1} \mathbf{E A}^{-1} \mathbf{B} s-\ldots \\
& -\mathbf{C}\left(\mathbf{A}^{-1} \mathbf{E}\right)^{i} \mathbf{A}^{-1} \mathbf{B} s^{i}-\ldots \tag{2.47}
\end{align*}
$$

Definition 2.10 (Moments of an LTI system) [14] The moments of the LTI system (2.22) about the expansion point $s=0$ are the negative coefficients of the Taylor series expression (2.47) expanded about $s=0$, and are given as

$$
\begin{equation*}
\boldsymbol{\eta}_{i}=\mathbf{C}\left(\mathbf{A}^{-1} \mathbf{E}\right)^{i} \mathbf{A}^{-1} \mathbf{B} \quad i=0,1, \ldots \tag{2.48}
\end{equation*}
$$

The moments of system (2.22) at the point $s=0$, are also the successive derivatives of the transfer function $\mathbf{G}(s)$ i.e.,

$$
\begin{equation*}
\boldsymbol{\eta}_{i}^{0}=-\left.\frac{1}{i} \frac{d^{i} \mathbf{G}(s)}{d s^{i}}\right|_{s=0} \tag{2.49}
\end{equation*}
$$

If the expansion is performed at some other point $s=\sigma$, then the moments of (2.22) are computed by replacing the matrix $\mathbf{A}$ with $(\mathbf{A}-\sigma \mathbf{E})$ in (2.48) i.e.,

$$
\begin{equation*}
\boldsymbol{\eta}_{i}^{\sigma}=\mathbf{C}\left((\mathbf{A}-\sigma \mathbf{E})^{-1} \mathbf{E}\right)^{i}(\mathbf{A}-\sigma \mathbf{E})^{-1} \mathbf{B}, \tag{2.50}
\end{equation*}
$$

for $i=0,1, \ldots$ and where it is assumed that the matrix pencil $(\mathbf{A}-\sigma \mathbf{E})$ is nonsingular.

Definition 2.11 (Markov parameters) [14] The coefficients of the Taylor series of transfer function $\mathbf{G}(s)$ about $s=\sigma$ for $\sigma \rightarrow \infty$, are defined as the Markov parameters of the LTI system (2.22) and are defined as:

$$
\begin{equation*}
\mathbf{M}_{i}=\mathbf{C}\left(\mathbf{E}^{-1} \mathbf{A}\right)^{i} \mathbf{E}^{-1} \mathbf{B} \quad i=0,1, \ldots \tag{2.51}
\end{equation*}
$$

Furthermore, the $i$-th Markov parameter is equal to $i$-th derivative of the impulse response of system (2.22) at $t=0$ i.e,

$$
\begin{equation*}
\mathbf{M}_{i}=\left.\frac{d^{i} \hbar(t)}{d t^{i}}\right|_{t=0} \tag{2.52}
\end{equation*}
$$

This implies that the first Markov parameter $\mathbf{M}_{0}$ is the system's impulse response at $t=0$.

### 2.2.6 Moment-matching in frequency domain

Model reduction via moment matching implies that a reduced-order model is to be obtained whose moments match the the full-order model moments at certain frequencies of interest. If the moments are matched about $s=0$, the reducedorder model is called the Padé approximant, and the problem is known as Padé's approximation. If the moments are matched at some other point $s=\sigma$, the problem is known as shifted Padé's approximation, and when the Markov parameters are matched, the problem is termed as partial realization. It is often desired to match moments at more than one expansion point i.e., at specific frequency intervals, then we talk about the multipoint Padé or the rational interpolation problem. Thus, model reduction via moment matching is to construct a reduced model (2.38) such that the moments of $\mathbf{G}(s)$ match the reduced system's moments having transfer function $\mathbf{G}_{\mathbf{r}}(s)$. Now, this begs the questions on how to select the expansion points and, as such, obtain the projection matrices $\mathbf{V}$ and $\mathbf{W}$. This is explained next for both SISO and MIMO case.

## SISO case

For SISO systems, (2.22) simplifies to

$$
\Sigma_{\mathrm{SISO}}:\left\{\begin{array}{c}
\mathbf{E} \dot{\mathbf{x}}(t)=\mathbf{A} \mathbf{x}(t)+\mathbf{b u}(t)  \tag{2.53}\\
\mathbf{y}(t)=\mathbf{c}^{T} \mathbf{x}(t)
\end{array}\right.
$$

and its ROM via projection is given as:

$$
\begin{align*}
\mathbf{E}_{r} \dot{\mathbf{x}}_{r}(t) & =\mathbf{A}_{r} \mathbf{x}_{r}(t)+\mathbf{b}_{r} \mathbf{u}(t),  \tag{2.54}\\
\mathbf{y}_{r}(t) & =\mathbf{c}_{r}^{T} \mathbf{x}_{\mathbf{r}}(t),
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{E}_{r}=\mathbf{W}^{T} \mathbf{E V}, \mathbf{A}_{r}=\mathbf{W}^{T} \mathbf{A} \mathbf{V}, \mathbf{b}_{r}=\mathbf{W}^{T} \mathbf{b}, \mathbf{c}_{r}=\mathbf{c}^{T} \mathbf{V} \tag{2.55}
\end{equation*}
$$

and $\mathbf{W}^{T} \mathbf{b}, \mathbf{c}^{T} \mathbf{V} \in \mathbb{R}^{r}$.
Theorem 2.2 (One-sided Padé approximation) [14, 119, 137] In order to match $r$ moments between the full-order system (2.53) and reduced model (2.54) at the expansion point $s=0$, it is required that the columns of projection matrix $\mathbf{V}$ used in (2.55) form a basis for the Krylov subspace $\mathcal{K}_{r}\left(\mathbf{A}^{-1} \mathbf{E}, \mathbf{A}^{-1} \mathbf{b}\right)$. Furthermore the matrix $\mathbf{W}$ is selected such that the matrix $\mathbf{A}_{\mathbf{r}}$ is nonsingular.

The subspace $\mathcal{K}_{r}\left(\mathbf{A}^{-1} \mathbf{E}, \mathbf{A}^{-1} \mathbf{b}\right)$ is known as input Krylov subspace and the reduced scheme is known as the one-sided Krylov subspace method. A typical choice of onesided Krylov subspace method is $\mathbf{W}=\mathbf{V}$. This has an advantage of preserving stability and passivity of reduced model for some specific large-scale models.

Theorem 2.3 (Two-sided Padé approximation) [14, 119, 137] In order to match $2 r$ moments between the full-order system (2.53) and reduced model (2.54) at the expansion point $s=0$, it is required that the columns of projection matrices $\mathbf{V}$ and $\mathbf{W}$ used in (2.55) form the basis for the Krylov subspaces given as $\mathcal{K}_{r}\left(\mathbf{A}^{-1} \mathbf{E}, \mathbf{A}^{-1} \mathbf{b}\right)$ and $\mathcal{K}_{r}\left(\mathbf{A}^{-T} \mathbf{E}^{T}, \mathbf{A}^{-T} \mathbf{c}\right)$ respectively, where $\mathbf{A}$ and $\mathbf{A}_{\mathbf{r}}$ are assumed to be invertible.

This reduction scheme is known as two-sided Krylov subspace method, and this corresponds to matching double the number of moments than the one-sided method.

Theorem 2.4 (Shifted Padé approximation) [14, 119, 137] In order to match $2 r$ moments between the full-order system (2.53) and reduced model (2.54) at the expansion point $s=\sigma$, it is required that the columns of projection matrices $\mathbf{V}$ and $\mathbf{W}$ used in (2.55) form the basis for the Krylov subspaces given as $\mathcal{K}_{r}\left((\mathbf{A}-\sigma \mathbf{E})^{-1} \mathbf{E},(A-\sigma \mathbf{E})^{-1} \mathbf{b}\right)$ and $\mathcal{K}_{r}\left((\mathbf{A}-\sigma \mathbf{E})^{-T} \mathbf{E}^{T},(\mathbf{A}-\sigma \mathbf{E})^{-T} \mathbf{c}\right)$ respectively, where $\mathbf{A}$ and $\mathbf{A}_{\mathbf{r}}$ are assumed to be invertible.

Remark 2.4 (Shifted approximation) This is achieved by substituting the matrix $\mathbf{A}$ by $(\mathbf{A}-\sigma \mathbf{E})$ in the respective Krylov subspaces as explained earlier.

Sometimes, one is interested in capturing the high-speed dynamics of the system at hand, which is achieved by matching moments at higher frequencies $(s \rightarrow \infty)$ i.e, matching some of the Markov parameters.

Theorem 2.5 (One-sided Padé and Markov approximation) Let $m_{1} \in \mathbb{Z}$ and $0 \leq m_{1} \leq r$, then by selecting the matrix $\mathbf{V}$ used in (2.55) as a basis for Krylov subspace given as $\mathcal{K}_{r}\left(\mathbf{A}^{-1} \mathbf{E},\left(\mathbf{E}^{-1} \mathbf{A}\right)^{m_{1}} \mathbf{A}^{-1} \mathbf{b}\right)$ matches the first $m_{1}$ Markov parameters and the first $r-m_{1}$ moments of systems (2.53) and (2.54) resp.

Similarly, the matrix $\mathbf{W}$ is chosen such that $\mathbf{A}_{r}$ and $\mathbf{E}_{r}$ are non-singular. It immediately follows that the number of moments, in this case, can be doubled by selecting the suitable input and output Krylov subspaces.

Theorem 2.6 (Two-sided Padé and Markov approximation) Let $m_{1}, m_{2} \in$ $\mathbb{Z}$ where $0 \leq m_{1}, m_{2} \leq r$, then by selecting the matrices $\mathbf{V}$ and $\mathbf{W}$, used in (2.55), as the basis for Krylov subspaces given as $\mathcal{K}_{r}\left(\mathbf{A}^{-1} \mathbf{E},\left(\mathbf{E}^{-1} \mathbf{A}\right)^{m_{1}} \mathbf{A}^{-1} \mathbf{b}\right)$ and $\mathcal{K}_{r}\left(\mathbf{A}^{-T} \mathbf{E}^{T},\left(\mathbf{E}^{-T} \mathbf{A}\right)^{m_{2}} \mathbf{A}^{-T} \mathbf{c}\right)$ respectively, matches the first $m_{1}+m_{2}$ Markov parameters and the first $2 r-m_{1}-m_{2}$ moments of system (2.53) and (2.54) respectively.

Now, if the aim is to match moments at multiple expansion points: $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}$, then $k$ different Krylov subspaces are to be constructed. In this case, the projection matrix is obtained by the union of all the respective Krylov subspaces such that a universal basis is found.

Theorem 2.7 (Rational Interpolation) The first $r_{i}$ moments about $\sigma_{i}$ are matched between systems (2.53) and (2.54) respectively, by selecting the matrix $\mathbf{V}$, used in (2.55), as follows:

$$
\begin{equation*}
\bigcup_{i=1}^{k} \mathcal{K}_{r_{i}}\left(\left(\mathbf{A}-\sigma_{i} \mathbf{E}\right)^{-1} \mathbf{E},\left(\mathbf{A}-\sigma_{i} \mathbf{E}\right)^{-1} \mathbf{b}\right) \subseteq \operatorname{colspan}(\mathbf{V}), \tag{2.56}
\end{equation*}
$$

where its assumed that $\left(\mathbf{A}-\sigma_{i} \mathbf{E}\right)$ and $\left(\mathbf{A}_{\mathbf{r}}-\sigma_{i} \mathbf{E}_{\mathbf{r}}\right)$ are both nonsingular and $\mathbf{W}$ is an arbitrary full rank matrix.

Similar to previous cases, a two-sided method can provide double the number of moments about each point $\sigma_{i}$. All the theorems mentioned above are summed up in Table 2.1.

Table 2.1: Various examples of MOR by moment matching in SISO systems

| Name of reduced order system | Expansion point used | Type of projection | Choice of Krylov subspace | Moments matched |
| :---: | :---: | :---: | :---: | :---: |
| Padé 14, 119, 137 | $s=0$ | one-sided | $\mathcal{K}_{r}\left(\mathbf{A}^{-1} \mathbf{E}, \mathbf{A}^{-1} \mathbf{b}\right)$ | $r$ |
|  |  | two-sided | $\begin{gathered} \mathcal{K}_{r}\left(\mathbf{A}^{-1} \mathbf{E}, \mathbf{A}^{-1} \mathbf{b}\right), \\ \mathcal{K}_{r}\left(\mathbf{A}^{-T} \mathbf{E}^{T}, \mathbf{A}^{-T} \mathbf{c}\right) \end{gathered}$ | $2 r$ |
| Partial realization/ Padé at $\infty /$ Markov | $s=\infty$ | one-sided | $\mathcal{K}_{r}\left(\mathbf{E}^{-1} \mathbf{A}, \mathbf{E}^{-1} \mathbf{b}\right)$ | $r$ |
|  |  | two-sided | $\begin{gathered} \mathcal{K}_{r}\left(\mathbf{E}^{-1} \mathbf{A}, \mathbf{E}^{-1} \mathbf{b}\right) \\ \mathcal{K}_{r}\left(\mathbf{A}^{T} \mathbf{E}^{-T}, \mathbf{c}^{T}\right) \end{gathered}$ | $2 r$ |
| Shifted Padé [14, 137] | $s=\sigma$ | one-sided | $\mathcal{K}_{r}\left((\mathbf{A}-\sigma \mathbf{E})^{-1} \mathbf{E},(\mathbf{A}-\sigma \mathbf{E})^{-1} \mathbf{b}\right)$ | $r$ |
|  |  | two-sided | $\begin{gathered} \mathcal{K}_{r}\left((\mathbf{A}-\sigma \mathbf{E})^{-1} \mathbf{E},(\mathbf{A}-\sigma \mathbf{E})^{-1} \mathbf{b}\right), \\ \mathcal{K}_{r}\left((\mathbf{A}-\sigma \mathbf{E})^{-T} \mathbf{E}^{T},(\mathbf{A}-\sigma \mathbf{E})^{-T} \mathbf{c}\right) \end{gathered}$ | $2 r$ |
| Padé and Markov | $s=0$ and $s=\infty$ | one-sided | $\mathcal{K}_{r}\left(\mathbf{A}^{-1} \mathbf{E},\left(\mathbf{E}^{-1} \mathbf{A}\right)^{m_{1}} \mathbf{A}^{-1} \mathbf{b}\right)$ | $m_{1}$ at $\infty, r-m_{1}$ at 0 |
|  |  | two-sided | $\begin{gathered} \mathcal{K}_{r}\left(\mathbf{A}^{-1} \mathbf{E},\left(\mathbf{E}^{-1} \mathbf{A}\right)^{m_{1}} \mathbf{A}^{-1} \mathbf{b}\right), \\ \mathcal{K}_{r}\left(\mathbf{A}^{-T} \mathbf{E}^{T},\left(\mathbf{E}^{-T} \mathbf{A}\right)^{m_{2}} \mathbf{A}^{-T} \mathbf{c}\right) \end{gathered}$ | $\begin{gathered} m_{1}+m_{2} \text { at } \infty, \\ 2 r-m_{1}-m_{2} \text { at } 0 \end{gathered}$ |
| Rational/ Multipoint Padé | $s_{i}=\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}$ | one-sided | $\bigcup_{i=1}^{k} \mathcal{K}_{r_{i}}\left(\left(\mathbf{A}-\sigma_{i} \mathbf{E}\right)^{-1} \mathbf{E},\left(\mathbf{A}-\sigma_{i} \mathbf{E}\right)^{-1} \mathbf{b}\right)$ | $r_{i}$ about $\sigma_{i}$ |
|  |  | two-sided | $\begin{gathered} \bigcup_{i=1}^{k} \mathcal{K}_{r_{i}}\left(\left(\mathbf{A}-\sigma_{i} \mathbf{E}\right)^{-1} \mathbf{E},\left(\mathbf{A}-\sigma_{i} \mathbf{E}\right)^{-1} \mathbf{b}\right) \\ \bigcup_{i=1}^{k} \mathcal{K}_{r_{i}}\left(\left(\mathbf{A}-\sigma_{i} \mathbf{E}\right)^{-T} \mathbf{E}^{T},\left(\mathbf{A}-\sigma_{i} \mathbf{E}\right)^{-T} \mathbf{c}\right) \end{gathered}$ | $2 r_{i}$ about $\sigma_{i}$ |

So far, it is not clear how to numerically obtain the projection matrices $\mathbf{V}$ and W. An early attempt at this was the Asymptotic Waveform Evaluation (AWE) method [233] in which the moments were explicitly calculated rather than computing the matrices $\mathbf{V}$ and $\mathbf{W}$. The method became prominent due to its capability to reduce RC interconnect models containing thousands of variables. Later on, a multi-point version of the method was proposed by Chiprout and Nakhla [84. AWE-based methods, however, had a numerical instability that the vectors become linearly dependent and converge to an eigenvector of $\mathbf{A}$. This shortcoming was first pointed out by Gallivan et al. 124 and later by Feldman and Freund [107]. Consequently, this led to the development of implicit-based moment-matching methods, and the first significant contribution came via the Arnoldi method [22, 117]. This method employs a one-sided projection to iteratively construct a set of normalized vectors satisfying $\mathbf{V}^{T} \mathbf{V}=\mathbf{I}$. Within every iteration, a new vector is generated, which is orthogonal to all the previous ones. This results in an upper Hessenberg structure of the matrix $\mathbf{A}_{\mathbf{r}}$ and the vector $\mathbf{b}_{\mathbf{r}}$ becomes a multiple of the first unit vector. However, this algorithm also generates a linearly dependent set of basis vectors for a relatively large value of $r$. This is normally avoided by deflating the redundant columns of $\mathbf{V}$ to retain reduced models with a certain degree of accuracy [89]. This has been demonstrated by B. Salimbahrami [256] where a modified Gram-Schmidt orthogonalization scheme is employed.

Another key contribution towards implicit moment matching was the two-sided Lanczos method [107, 180], also known as the Padé via Lanczos (PVL) method. This method constructs two sequences of basis vectors which span the respective input and output Krylov subspaces satisfying $\mathbf{W}^{T} \mathbf{V}=\mathbf{I}$, resulting in an upper triangular structure of the matrix $\mathbf{A}_{\mathbf{r}}$. Apart from matching moments, this method
was initially proposed for obtaining reduced models based on the computation of eigenvalues [219]. Further work in this direction led to the development of partial realization via Lanczos method by Gragg and Lindquist [132]. The method was also extended to MIMO systems by Aliaga et al. [4] (also see Refs. [167, [168]). Boley [59] addressed the issue regarding the loss of biorthogonalization in the classical Lanczos method. Later-on, new results also appeared in the areas of stability retention [138, error analysis [159] and in control literature [59, 292 . However, these studies didn't present any new structure in projection technique for rational interpolation.

To retain passivity among the reduced models, the passive reduced-order interconnect macromodelling algorithm (PRIMA) was proposed by Odabasioglu et al. [220]. The idea was demonstrated in linear RLC systems. In order to match moments at multiple expansion points, the rational Lanczos method and the dual Arnoldi method were proposed by Grimme et al. [137]. Furthermore, the issue of unstable partial realizations in classical Krylov methods was addressed by the restarting techniques proposed by Grimme et al.[138], and the implicitly restarted dual Arnoldi method by Jaimoukha and Kasemally [160].

## MIMO case

For the case of MIMO systems, (given in (2.22)), the block Krylov subspaces are defined as:

$$
\begin{equation*}
\mathcal{K}_{r}(\mathbf{A}, \mathbf{B})=\operatorname{span}\left(\mathbf{B}, \mathbf{A B}, \ldots, \mathbf{A}^{r-1} \mathbf{B}\right) . \tag{2.57}
\end{equation*}
$$

The block subspace for $m$ starting vectors/columns of $\mathbf{B}$ can be considered as a union of $m$ Krylov subspaces for each starting vector [256]. Thus, by using the block Krylov subspaces, all the above mentioned theorems for matching the moments/Markov parameters can be generalized for MIMO systems. For instance, one has to use the block versions, i.e, $\mathcal{K}_{r}\left(\mathbf{A}^{-1} \mathbf{E}, \mathbf{A}^{-1} \mathbf{B}\right)$ and $\mathcal{K}_{r}\left(\mathbf{A}^{-T} \mathbf{E}^{T}, \mathbf{A}^{-T} \mathbf{C}^{T}\right)$ that generalizes Theorem 2.3. Consequently, $\frac{r}{m}$ moments are matched in one-sided method and $\frac{r}{m}+\frac{r}{p}$ in the two-sided method.

## Tangential Interpolation problem

The notion of interpolation for MIMO systems implies that the interpolating matrix-valued rational function $\mathbf{G}_{r}(s)$ matches the origin function $\mathbf{G}(s)$ with respect to some predefined error. This would, in effect, require $p \times m$ interpolation conditions for each interpolation point. As such, this will result in large size of reduced-order model $r$ for even a moderate size of input and output dimensions $m$ and $p$. Thus, for MIMO systems, it's desired that the interpolating function matches the original function along certain specific directions or tangent directions. Consequently, this involves selecting interpolation points as well as the interpolation directions.

Tangential interpolation based moment matching for MIMO systems has been presented in many studies such as in Ref's. [14, 17, 31, 223, 107, 119, 124]. It is the extension of rational Krylov methods to MIMO systems when all tangent directions are the same. The tangential interpolation problem for descriptor systems was also proposed by Gugercin et al. [145] and for index one descriptor system by Antoulas et al. [17]. In the following, we brief the tangential interpolation problem.

Definition 2.12 (Right-tangent interpolant) Let $\mathbf{w}_{i} \in \mathbb{C}^{m}$ be the (non-trivial) right tangent direction, we define $\mathbf{G}_{r}(s)$ to be the right tangent interpolant of $\mathbf{G}(s)$ at $s=\sigma_{i}$ along $\mathbf{w}_{i}$ if

$$
\begin{equation*}
\mathbf{G}\left(\sigma_{i}\right) \mathbf{w}_{i}=\mathbf{G}_{r}\left(\sigma_{i}\right) \mathbf{w}_{i} . \tag{2.58}
\end{equation*}
$$

Similarly, the left tangential interpolant is defined as:
Definition 2.13 (Left-tangent interpolant) Let $\mathbf{v}_{i} \in \mathbb{C}^{p}$ be the (non-trivial) left tangent direction, then we define $\mathbf{G}_{r}(s)$ to be the left tangent interpolant of $\mathbf{G}(s)$ at $s=\mu_{i}$ along $\mathbf{v}_{i}$ if

$$
\begin{equation*}
\mathbf{v}_{i}^{T} \mathbf{G}\left(\mu_{i}\right)=\mathbf{v}_{i}^{T} \mathbf{G}_{r}\left(\mu_{i}\right) . \tag{2.59}
\end{equation*}
$$

Thus, given a set of $r$ left interpolation points $\left\{\mu_{i}\right\}_{i=1}^{r}, r$ left tangential directions $\left\{\mathbf{v}_{i}\right\}_{i=1}^{r}, r$ right interpolation points $\left\{\sigma_{i}\right\}_{i=1}^{r}$, and $r$ right tangential directions $\left\{\mathbf{w}_{i}\right\}_{i=1}^{r}$, we can formulate the model reduction problem via tangential interpolation as finding a degree- $r$ reduced transfer function $\mathbf{G}_{r}(s)$ such that (2.58) and (2.59) hold for $i=1,2, . ., r$.

Definition 2.14 (Bitangential Hermite interpolant) Given a set of $r$ left and $r$ right tangential directions as $\mathbf{v}_{i}$ and $\mathbf{w}_{i}$ respectively, we define $\mathbf{G}_{r}(s)$ to be a bitangential Hermite interpolant of $\mathbf{G}(s)$, if $\mathbf{G}_{r}(s)$ satisfies both (2.58) and (2.59). In addition to this, it is required that

$$
\begin{equation*}
\left.\mathbf{v}_{i}^{T} \frac{d \mathbf{G}(s)}{d s}\right|_{s=\sigma_{i}} \mathbf{w}_{i}=\left.\mathbf{v}_{i}^{T} \frac{d \mathbf{G}_{r}(s)}{d s}\right|_{s=\sigma_{i}} \mathbf{w}_{i} \tag{2.60}
\end{equation*}
$$

holds for $i=1,2, \ldots, r$.
Theorem 2.8 (Tangential interpolation) [125] If the columns of matrices $\mathbf{V}$ and $\mathbf{W}$ used in (2.55) are selected as:

$$
\begin{align*}
& (\sigma \mathbf{E}-\mathbf{A})^{-1} \mathbf{B} \mathbf{w} \in \operatorname{Ran}(\mathbf{V}),  \tag{2.61a}\\
& \left(\mathbf{v}^{T} \mathbf{C}(\mu \mathbf{E}-\mathbf{A})^{-1}\right)^{T} \in \operatorname{Ran}(\mathbf{W}), \tag{2.61b}
\end{align*}
$$

then the following tangential interpolation conditions are satisfied

$$
\begin{align*}
\mathbf{G}(\sigma) \mathbf{w} & =\mathbf{G}_{r}(\sigma) \mathbf{w},  \tag{2.62a}\\
\mathbf{v}^{T} \mathbf{G}(\mu) & =\mathbf{v}^{T} \mathbf{G}_{r}(\mu), \tag{2.62b}
\end{align*}
$$

with the assumption that $(\sigma \mathbf{E}-\mathbf{A})$ and $(\mu \mathbf{E}-\mathbf{A})$ are invertible. Furthermore, if (2.62) hold with $\sigma=\mu$ then the bitangential Hermite condition, i.e,

$$
\begin{equation*}
\left.\mathbf{v}^{T} \frac{d \mathbf{G}(s)}{d s}\right|_{s=\sigma} \mathbf{w}=\left.\mathbf{v}^{T} \frac{d \mathbf{G}_{r}(s)}{d s}\right|_{s=\sigma} \mathbf{w}, \tag{2.63}
\end{equation*}
$$

is satisfied as well.
Theorem 2.8 demonstrates a left or right interpolation condition without the need to explicitly calculate the values that are interpolated. The idea can be easily extended to the case of $r$ interpolation points i.e., given a set of $r$ left interpolation points $\left\{\mu_{i}\right\}_{i=1}^{r}, r$ right interpolation points $\left\{\sigma_{i}\right\}_{i=1}^{r}, r$ left tangent directions $\left\{\mathbf{v}_{i}\right\}_{i=1}^{r}$ and $r$ right tangent directions $\left\{\mathbf{v}_{i}\right\}_{i=1}^{r}$ respectively, we can construct the matrices $\mathbf{V}$ and $\mathbf{W}$, that satisfy the Lagrange tangential interpolation conditions in $(2.58,2.59)$ and also the bitangential Hermite interpolation condition in $(\overline{2.60})$ for $\sigma_{i}=\mu_{i}$, given as follows:

$$
\begin{equation*}
\left[\left(\sigma_{1} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B w}_{1}, \ldots,\left(\sigma_{r} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B} \mathbf{w}_{r}\right]=\mathbf{V} \tag{2.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\left(\mu_{1} \mathbf{E}-\mathbf{A}\right)^{-T} \mathbf{C}^{T} \mathbf{v}_{1}, \ldots,\left(\mu_{r} \mathbf{E}-\mathbf{A}\right)^{-T} \mathbf{C}^{T} \mathbf{v}_{r}\right]=\mathbf{W} \tag{2.65}
\end{equation*}
$$

The scheme can also be used for higher-order Hermite interpolation given as follows:

Theorem 2.9 (Higher-order Hermite interpolation) [125] Given the interpolation points $\sigma, \mu \in \mathbb{C}$ and the (nontrivial) tangent directions $\mathbf{v} \in \mathbb{C}^{p}$ and $\mathbf{w} \in \mathbb{C}^{m}$, let the matrix pencils $(\sigma \mathbf{E}-\mathbf{A})$ and $(\mu \mathbf{E}-\mathbf{A})$ be invertible, then if the columns of matrix $\mathbf{V}$ used in (2.55) are constructed as

$$
\begin{equation*}
\left((\sigma \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}\right)^{k-1}(\sigma \mathbf{E}-\mathbf{A})^{-1} \mathbf{B} \mathbf{w} \in \operatorname{Ran}(\mathbf{V}), \tag{2.66}
\end{equation*}
$$

for $k=1, . ., N$, then

$$
\begin{equation*}
\left.\frac{d^{j} \mathbf{G}(s)}{d s^{j}}\right|_{s=\sigma} \mathbf{w}=\left.\frac{d^{j} \mathbf{G}_{r}(s)}{d s^{j}}\right|_{s=\sigma} \quad \mathbf{w} \quad \text { for } j=0, . ., N-1, \tag{2.67}
\end{equation*}
$$

and if the columns of matrix $\mathbf{W}$ used in (2.55) are constructed as

$$
\begin{equation*}
\left((\mu \mathbf{E}-\mathbf{A})^{-T} \mathbf{E}^{T}\right)^{k-1}(\mu \mathbf{E}-A)^{-T} \mathbf{C}^{T} \mathbf{v} \in \operatorname{Ran}(\mathbf{W}) \tag{2.68}
\end{equation*}
$$

for $k=1, . ., M$, then

$$
\begin{equation*}
\left.\mathbf{v}^{T} \frac{d^{j} \mathbf{G}(s)}{d s^{j}}\right|_{s=\mu}=\left.\mathbf{v}^{T} \frac{d^{j} \mathbf{G}_{r}(s)}{d s^{j}}\right|_{s=\mu} \quad ; j=0, . ., M-1, \tag{2.69}
\end{equation*}
$$

and if both (2.67) and (2.69) hold with $\sigma=\mu$ then

$$
\begin{equation*}
\left.\mathbf{v}^{T} \frac{d^{j} \mathbf{G}(s)}{d s^{j}}\right|_{s=\sigma} \mathbf{w}=\left.\mathbf{v}^{T} \frac{d^{j} \mathbf{G}_{r}(s)}{d s^{j}}\right|_{s=\sigma} \mathbf{w} \tag{2.70}
\end{equation*}
$$

for $j=0, \ldots, N+M-1$.
The main benefit of interpolatory model reduction methods is that it avoids solving large-scale Lyapunov or Riccati equations, making it a convenient reduction platform for large-scale systems. However, the main cost among these methods is solving the shifted linear systems that are sparse in most cases and can be solved using direct methods (e.g., Gaussian elimination). Also, one can prefer iterative solution methods for obtaining the reduction basis $\mathbf{V}$ and $\mathbf{W}$ when dealing with systems with millions of degrees of freedom.

### 2.2.7 Moment-matching in time-domain

So far, we have discussed the frequency domain notion of moment matching for LTI systems for both SISO and MIMO systems. We saw that the reduced model obtained using Krylov subspaces results in a local approximation of frequency response. However, this cannot guarantee a good overall approximation of impulse response. Gunupudi and Nakhla [146], were among the first to present a scheme to match the first derivatives of time-response of full order model with that of the reduced one. Later on, Wang et al. [301] presented a passive model order reduction method based on Chebyshev's expansion of the impulse response to match the transient responses of the full model and the reduced-order model. The Laguerre polynomial expansion-based reduction framework was presented by Chen et al. [83]. This was later extended and further developed by Rudy [100]. However, the major contribution in this direction came from Astolfi [24] who also extended the idea further to nonlinear systems [25, 26, 27]. In the following, we describe the time-domain notion of moment matching based on Refs. [24, 25, 26].

Definition 2.15 (Time-domain moments of LTI systems) The moments $\overline{\boldsymbol{\eta}}_{\boldsymbol{i}}(\sigma)$ of the impulse response $\mathbf{h}(t)$ around a point $s=\sigma$ is given by the weighted integrals over the time function and satisfy

$$
\begin{align*}
\overline{\boldsymbol{\eta}}_{\boldsymbol{i}}(\sigma) & =\int_{0}^{\infty} \tau^{i} e^{-\sigma \tau} \mathbf{h}(t) d \tau,  \tag{2.71a}\\
& =\int_{0}^{\infty} \tau^{i} \mathbf{C} e^{\left(\mathbf{E}^{-1} \mathbf{A}-\sigma \mathbf{I}\right) \tau}, \mathbf{E}^{-1} \mathbf{B} d \tau  \tag{2.71b}\\
& =i!\mathbf{C}\left((\sigma \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}\right)^{i}(\sigma \mathbf{E}-\mathbf{A})^{-1} \mathbf{B} . \tag{2.71c}
\end{align*}
$$

Remark 2.5 Thus, the time-domain moments $\overline{\boldsymbol{\eta}}_{\boldsymbol{i}}(\sigma)$ and the frequency-domain moments $\boldsymbol{\eta}_{\boldsymbol{i}}(\sigma)$ only differ by a factor:

$$
\begin{equation*}
\boldsymbol{\eta}_{i}(\sigma)=\frac{(-1)^{i}}{i!} \overline{\boldsymbol{\eta}}_{i}(\sigma) . \tag{2.72}
\end{equation*}
$$

This result is used to develop the notion of moments in terms of steady-state response of system (2.22) interconnected with a linear signal generator.

Definition 2.16 (Moment in time-domain) [23] The 0-th moment of system (2.22) at $s=\sigma$ can also be defined as

$$
\begin{equation*}
\eta_{0}(\sigma)=\mathbf{C V}, \tag{2.73}
\end{equation*}
$$

where $\mathbf{V} \in \mathbb{R}^{n \times r}$ uniquely solves the linear Sylvester equation given as:

$$
\begin{equation*}
\mathbf{A V}+\mathbf{B}=\sigma \mathbf{E V} \tag{2.74}
\end{equation*}
$$

Thus, the moments of system $(2.22), \boldsymbol{\eta}_{0}(\sigma), \boldsymbol{\eta}_{1}(\sigma), \ldots, \boldsymbol{\eta}_{k}(\sigma)$ can be uniquely determined by the elements of matrix $\mathbf{C V}$ i.e., there exists a one-to-one relation between the moments of system $(\sqrt[2.22]{ })$ and the elements of matrix $\mathbf{C V}$, where $\mathbf{V}$ being the unique solution of the following Sylvester equation

$$
\begin{equation*}
\mathbf{E V} \mathbf{\Xi}-\mathbf{A V}=\mathbf{B} \Psi \tag{2.75}
\end{equation*}
$$

where $\boldsymbol{\Xi} \in \mathbb{R}^{r \times r}$ is any non-derogatory matrix, and it is assumed that the pair ( $\boldsymbol{\Psi}, \boldsymbol{\Xi}$ ) is observable.
Now, consider the following exogenous linear system (also known as signal generator):

$$
\begin{align*}
& \dot{\boldsymbol{\zeta}}(t)=\boldsymbol{\Xi} \boldsymbol{\zeta}(t), \quad \boldsymbol{\zeta}(0)=\boldsymbol{\zeta}_{\mathbf{0}} \neq 0  \tag{2.76a}\\
& \mathbf{u}(t)=\boldsymbol{\Psi} \boldsymbol{\zeta}(t) \tag{2.76b}
\end{align*}
$$

with $\boldsymbol{\zeta}(t) \in \mathbb{R}^{r}, \lambda\left(\mathbf{E}^{-1} \mathbf{A}\right) \cap \lambda(\boldsymbol{\Xi})=\emptyset$ and the triple $(\boldsymbol{\Xi}, \boldsymbol{\Psi}, \boldsymbol{\zeta}(0))$ to be minimal i.e., the pair $(\boldsymbol{\Psi}, \boldsymbol{\Xi})$ is observable and $(\boldsymbol{\Xi}, \boldsymbol{\zeta}(0))$ is controllable such that the generated input signal $\mathbf{u}(t)$ is persistently exciting [29, 188].

Theorem 2.10 (Steady-state matching via moments) [25, 26] Consider system (2.22), $\sigma \in \mathbb{C}$. Assume $\lambda\left(\mathbf{E}^{-\mathbf{1}} \mathbf{A}\right) \cap \lambda(\boldsymbol{\Xi})=\emptyset$. Let $\mathbf{V}$ satisfies the Sylvester equation (2.75) and $\mathbf{W}$ such that $\operatorname{det}\left(\mathbf{W}^{T} \mathbf{E V} \neq 0\right)$. Consider the interconnection of exogenous system (2.76) with system (2.22) as follows:

$$
\begin{align*}
\mathbf{E} \dot{\mathbf{x}}(t) & =\mathbf{A} \mathbf{x}(t)+\mathbf{B} \boldsymbol{\Psi}\left(e^{\mathbf{\Xi} t} \boldsymbol{\zeta}(\mathbf{0})\right),  \tag{2.77a}\\
\mathbf{y}(t) & =\mathbf{C x}(t), \tag{2.77b}
\end{align*}
$$

where the pair $(\boldsymbol{\Psi}, \boldsymbol{\Xi})$ is observable. Then, the (well-defined) steady-state of the output of the said interconnection can be uniquely determined by the respective moments $\boldsymbol{\eta}_{0}(\sigma), \boldsymbol{\eta}_{1}(\sigma), \ldots, \boldsymbol{\eta}_{k}(\sigma)$.

Thus, connecting a linear signal generator with the full order system (2.22) is similar to providing exponential inputs to the system given as $\mathbf{u}(t)=\boldsymbol{\Psi}\left(e^{\Xi t} \boldsymbol{\zeta}(\mathbf{0})\right)$. The (well-defined) steady-state of interconnected system is given as:

$$
\begin{equation*}
\mathbf{y}(t)=\underbrace{\mathbf{C} e^{\mathbf{E}^{-1} \mathbf{A}(t)}(\mathbf{x}(0)-\mathbf{V} \boldsymbol{\zeta}(0))}_{\mathbf{y}_{p}(t)}+\underbrace{\mathbf{C V} \boldsymbol{\zeta}(t)}_{\mathbf{y}_{h}(t)} \tag{2.78}
\end{equation*}
$$

where $\mathbf{y}_{h}(t)$ represents the steady-state response of the system and for an asymptotically stable system, considered here, the transient response, represented by $\mathbf{y}_{p}(t)$ decays to zero at $t \rightarrow \infty$.

Exogenous System/ Signal Generator


Figure 2.3: Time-domain illustration of linear moment-matching in terms of steady-state response matching

Using Theorem 2.10, the reduced-order model via moment-matching can be obtained as follows:

Theorem 2.11 (Moment-matching in time domain) [26] Consider the fullorder model (2.22) and the system described in (2.38). Fix $\boldsymbol{\Psi}$ and $\boldsymbol{\Xi}$ such that the pair $(\boldsymbol{\Psi}, \boldsymbol{\Xi})$ is observable. Also assume that $\lambda\left(\mathbf{E}^{-1} \mathbf{A}\right) \cap \lambda(\boldsymbol{\Xi})=\emptyset$. Then, the reduced model (2.38) matches moments with system (2.22) at $(\boldsymbol{\Xi}, \boldsymbol{\Psi}, \boldsymbol{\zeta}(0))$ if

$$
\begin{equation*}
\mathbf{C V}=\mathrm{C}_{\mathbf{r}} \mathrm{V}_{\mathbf{r}}, \tag{2.79}
\end{equation*}
$$

where $\mathbf{V}_{\mathbf{r}}$ is the unique solution of the Sylvester equation given as:

$$
\begin{equation*}
\mathbf{E}_{\mathrm{r}} \mathbf{V}_{\mathrm{r}} \Xi-\mathrm{A}_{\mathrm{r}} \mathbf{V}_{\mathrm{r}}=\mathrm{B}_{\mathrm{r}} \Psi . \tag{2.80}
\end{equation*}
$$

Thus, moment-matching in the time-domain implies matching the full order model's steady-state response with the reduced model when both are excited by appropriate inputs from the signal generator. However, the steady-state response is interpolated for inputs other than those generated from the signal generator.

The time-domain illustration of moment-matching in terms of interpolation of steady-state response is depicted in Fig. 2.3. This kind of notion of momentmatching in terms of steady-state response is particularly useful in the sense that as it permits one to define moments even for those systems which don't have a transfer function representation, such as the time-varying systems.

### 2.2.8 Issues and recent advancements in linear moment-matching

Model order reduction using Krylov subspace methods provides an indispensable platform for reducing large-scale problems; however, there are many issues related to the automatic generation of the reduced model. Although various algorithms have been developed in the past, these apply only to some specific class of problems or under some specific conditions. Next, we highlight some major relevant issues and overview some of the significant achievements in this direction.

## A. Choice of expansion point(s)

The choice and number of interpolation points or shifts in Krylov subspace methods is an important factor in dictating the quality of the approximation.To address this issue, a lot of work has been carried out over the past years. In order for the reduced system to minimize the $\mathcal{H}_{2}$-norm error, various optimality conditions have been formulated either in terms of rational interpolation conditions [42, 43, 41, 66, 140, 141, [172, 203, 293] or in terms of Sylvester and Lyapunov equations [55, 148, 278, 310, 314]. For SISO systems, the interpolation conditions were first proposed by Meier and Luenberger [203]. Gugercin et al. proposed the iterative rational Krylov algorithm (IRKA) [140, 142], which produces reduced models satisfying the first-order necessary conditions for $\mathcal{H}_{2}$ optimality by selecting the interpolation points as the mirror images of the poles of the reduced system. The idea was later extended to MIMO systems in Refs. [66, 141, 293]. Van Dooren et al. derived the optimality conditions for the case of repeated poles of $\mathbf{G}_{\mathbf{r}}(s)$ [293]. Generally speaking, IRKA has been a significant success in obtaining optimal reduced models, and, as such, finds applications in psychophysiology [165], optimal cooling of steel profiles [141] and many others. Recently, this method was also extended for the reduction of bilinear systems by Benner and Breiten [46]. The convergence of IRKA is guaranteed a priori in some situations [114], albeit fails in some cases [114, 141]. However, the choice of initial starting values remains an open question.

Druskin and Simoncini [96] proposed an adaptive computation of interpolation points for the rational Krylov methods. Though this method is less
accurate than IRKA, it has a low computational cost. This was later followed by the SPARK algorithm by Panzer et al. [225] in which the choice of interpolation point(s), as well as the order of reduced model, is adaptively selected. Similar work was also presented in Ref. [110]. Based on the binary search principle, Bollhöfer and Bodendiek [60] presented adaptive rules for selecting the shifts. They showed a general scheme for determining both the shifts and the moments by combining the adaptive shift selection scheme with the adaptive moment selecting method as presented earlier in Ref. [182]. However, the choice of selecting the reduced-order dimension remains unknown.

Besides the appropriate choice of interpolation point, it is often required in certain applications that the interpolation is carried out in specific frequency regions of interest. This involves weighting certain frequencies more than others. To allow frequency weighting, the weighted $\mathcal{H}_{2}$ model reduction was first proposed by Halevi [148, 278] as the solution of Riccati and Lyapunov equations. However, a more efficient version of this scheme was introduced in SISO systems by Anić et al. [11] and for MIMO systems by Breiten et al. 63.

All the above methods described demand more or less heuristics, as the user has to manually pick and try several interpolation points and decide what works satisfactorily for their application. This is because of the absence of global error bounds for Krylov subspace methods, which will be discussed next. However, a general scheme that one can follow (as given in Ref. [100]) is that by selecting $s=0$, the steady-state accuracy is improved as the DC gain of both the full-order and reduced-order model is matched. By selecting $s \rightarrow \infty$, the resulting reduced system better approximates the transient response of the full-order system. Also, selecting multiple interpolation points across the frequency spectrum leads to a better approximation on a broader frequency band.

## B. Global error indicator

Another major open issue in Krylov-based reduction is the lack of a global error bound between the full-order system and the reduced one. Earlier results in this direction led to the development of local error bounds for the transfer function only for a certain frequency range [34, 137]. Later, some heuristic error indicators were presented in Refs. [44, 137]. It was proposed that the error between the full-order model and the reduced model is approximately equal to one between two successive reduced-order models. However, no proof was provided. A deductible error estimator was presented first by Konkel et al. [169].

A posterior error indicator was presented by Feng, and Benner [108], whereby a greedy algorithm determines the next interpolation point based on the largest error. However, the method is applicable only to some special class
of LTI systems where the matrix $\mathbf{E}$ in $(2.22)$ is symmetric positive definite. A similar requirement is mandated in the method presented by Panzer et al. [226] whereby global $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ error bounds are derived. Furthermore, it is also required that $\mathbf{A}+\mathbf{A}^{T}>\mathbf{0}$. Another study by Wolf et al. [309] proposed a gramian-based output error bound. However, the method is not computationally practical for large-scale systems as it involves the explicit computation of observability gramian.
Thus, we conclude that the calculation of an exact global error bound in Krylov-based reduction methods requires the involvement of the full-order system, and this would become practically challenging for large-scale settings. As such, this remains an open area of research.

## C. Preserving Stability and Passivity

One of the most fundamental requirements in any reduction scheme is that the property of stability and passivity remains preserved in the reduced model to make sense of surrogate modeling. It is well-known that Krylov subspace-based reduced-order modeling techniques do not preserve stability or passivity in general. However, there are some appreciable efforts in this direction. Methods proposed in Refs. [118, 166 offer guaranteed stability and passivity of the reduced models if the original system is passive. Another set of methods were presented in Refs. [32, 138, 160. These methods are based on post-processing schemes, in which the unstable poles of the reduced system are removed using explicitly restarted Lanczos and Arnoldi methods. Inspired by the relation between Löwner and Pick matrices, the interpolation-based passivity preserving methods were proposed in Refs. [15, 276].

Similar to the previous discussion, these methods are confined to a special class of LTI systems and extend only to one-sided Krylov methods. The interpolation-based methods are numerically costly than classical Krylovbased MOR. As far as the restarted algorithms are considered, these apply to SISO systems only. Furthermore, after removing the unstable poles, these methods do not preserve moment matching property and, as such, do not always guarantee to obtain a stable a reduced model with a finite number of restarts, thus making this an open problem to be addressed.

### 2.3 Chapter summary

In this chapter, we have reviewed some of the mathematical fundamentals involved in MOR. We first discussed some tools from linear algebra that form the basis of this thesis. Then, we formally introduced the MOR in linear systems via projection. We presented an overview of the most popular reduction approaches for LTI systems and pointed out the differences and similarities among various methods. Then, we described the problem of MOR via the moment-matching perspective.

We explained the different Krylov subspaces used to obtain the reduced models for SISO systems. We have also examined the tangential interpolation-based moment-matching methods for MIMO systems. Both frequency and time-domain notions of the moment-matching technique were discussed. Several open problems were also highlighted. In the next chapter, we will extend these system-theoretic concepts to nonlinear systems.

## Part II

Nonlinear State-Space Systems

## Chapter 3

## Model Order Reduction in Nonlinear Systems

In this part of the thesis, we focus on MOR for a general class of nonlinear statespace systems. First, we will discuss the two classes of projection techniques involved in the reduction of nonlinear systems. Afterward, we will present an overview of some well-established nonlinear MOR routines and highlight the similarities and differences among them. Then, we will discuss the nonlinear enhancement of the moment-matching technique in terms of steady-state response matching. At the end of this chapter, we will also discuss the hyper-reduction method for nonlinear systems.

### 3.1 Nonlinear time-invariant systems

Consider a large-scale, exponentially stable, time-invariant, MIMO, nonlinear system in state-space form as follows:

$$
\Sigma_{\mathrm{NL}}\left\{\begin{align*}
\mathbf{E} \dot{\mathbf{x}}(t) & =\mathbf{f}(\mathbf{x}(t), \mathbf{u}(t)), \quad \mathbf{x}(0)=\mathbf{x}_{\mathbf{0}}  \tag{3.1}\\
\mathbf{y}(t) & =\mathbf{g}(\mathbf{x}(t)),
\end{align*}\right.
$$

with non-singular descriptor matrix $\mathbf{E} \in \mathbb{R}^{n \times n}$, the vectors $\mathbf{x}(t) \in \mathbb{R}^{n}, \mathbf{u} \in \mathbb{R}^{m}, \mathbf{y}(t) \in$ $\mathbb{R}^{p}$, and two nonlinear, vector valued functions $\mathbf{f}(\mathbf{x}, \mathbf{u}): \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}, \mathbf{g}(\mathbf{x})$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ such that $\mathbf{f}(\mathbf{0}, \mathbf{0})=\mathbf{0}$ and $\mathbf{g}(\mathbf{0})=\mathbf{0}$. We assume that the zero equilibrium, (calculated from $\mathbf{0}=\mathbf{f}(\mathbf{x}, \mathbf{0})$ ), is locally exponentially stable.

Unlike in linear systems, the input-output relationship in a nonlinear system cannot be analytically expressed in terms of transfer functions, convolutional integrals, or state-transition matrix. This is possible only for some special polynomial nonlinear systems such as bilinear or quadratic-bilinear systems via the Volterra series representations [252, 62].

### 3.2 Reduction using projection

Similar to LTI systems, the reduction of the nonlinear state-space model (3.1) is also carried using projection technique. However, for nonlinear systems, we distinguish between the linear and nonlinear Petrov-Galerkin projection.

### 3.2.1 Nonlinear Petrov-Galerkin projection

One promising way to obtain a reduced-order model of a nonlinear system is by applying a nonlinear Petrov-Galerkin projection, whereby the approximation used is as follows:

$$
\begin{equation*}
\mathbf{x}(t)=\wp\left(\mathbf{x}_{r}(t)\right)+\mathbf{e}(t) \tag{3.2}
\end{equation*}
$$

where $\wp\left(\mathbf{x}_{r}\right): \mathbb{R}^{r} \rightarrow \mathbb{R}^{n}$ is a nonlinear smooth mapping, and $\mathbf{e}(t)$ is the approximation error. The derivative of (3.2) yields

$$
\begin{equation*}
\dot{\mathbf{x}}(t)=\tilde{\mathbf{V}} \dot{\mathbf{x}}_{r}(t)+\dot{\mathbf{e}}(t), \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\mathbf{V}}=\frac{\partial \wp\left(\mathbf{x}_{r}(t)\right)}{\partial \mathbf{x}_{r}(t)} \in \mathbb{R}^{n \times r}, \tag{3.4}
\end{equation*}
$$

is the Jacobian matrix. Substituting the approximation ansatz (3.2), and its derivative (3.3) in (3.1) results in an over-determined system of equations given as:

$$
\begin{equation*}
\mathbf{E} \tilde{\mathbf{V}}_{\mathbf{x}_{r}} \dot{\mathbf{x}}_{r}(t)-\mathbf{f}\left(\wp\left(\mathbf{x}_{r}(t), \mathbf{u}(t)\right)\right)-\mathbf{r}(t)=\mathbf{0} . \tag{3.5}
\end{equation*}
$$

with $\mathbf{r}(t) \in \mathbb{R}_{\tilde{\mathcal{U}}}^{n}$ as the residual term. The resulting system is then projected onto the subspace $\tilde{\mathcal{U}}=\operatorname{ran}\left(\mathbf{E} \tilde{\mathbf{V}}_{\mathbf{x}_{r}}\right)$ to obtain a square ROM. The projection is performed along the orthogonal complement $\tilde{\mathcal{W}}^{\perp}=\operatorname{ran}\left(\tilde{\mathbf{W}}_{\mathbf{x}_{r}}\right)^{\perp}$ where

$$
\begin{equation*}
\tilde{\mathbf{W}}_{\mathbf{x}_{r}}^{T}=\left.\frac{\partial \varphi(\boldsymbol{\omega}(\mathbf{x}, \mathbf{u}))}{\partial \mathbf{x}}\right|_{\mathbf{x}=\wp\left(\mathbf{x}_{r}\right)} \in \mathbb{R}^{r \times n} \tag{3.6}
\end{equation*}
$$

with the mapping $\boldsymbol{\varphi}(\boldsymbol{\omega}(\mathbf{x}, \mathbf{u})): \mathbb{R}^{n} \rightarrow \mathbb{R}^{r}$. Multiplying the overdetermined system (3.5) from the left with the projector $\mathbf{P}=\mathbf{E} \tilde{\mathbf{V}}_{\mathbf{x}_{r}}\left(\tilde{\mathbf{W}}_{\mathbf{x}_{r}}^{T} \mathbf{E} \tilde{\mathbf{V}}_{\mathbf{x}_{r}}\right)^{-1} \tilde{\mathbf{W}}_{\mathbf{x}_{r}}^{T}$ gives:

$$
\begin{equation*}
\mathbf{P}(\underbrace{\mathbf{E} \tilde{\mathbf{V}}_{\mathbf{x}_{r}} \dot{\mathbf{x}}_{r}(t)-\mathbf{f}\left(\wp\left(\mathbf{x}_{r}(t), \mathbf{u}(t)\right)\right)}_{\omega\left(\wp\left(\mathbf{x}_{r}(t), \mathbf{u}(t)\right)\right)}-\mathbf{r}(t))=\mathbf{0} . \tag{3.7}
\end{equation*}
$$

Finally, enforcing a Petrov-Galerkin condition $\tilde{\mathbf{W}}_{\mathbf{x}_{r}}^{T} \mathbf{r}(t)=\mathbf{0}$, vanishes the residual leading to the final ROM of dimension $r$ given as:

$$
\begin{align*}
\mathbf{E}_{r} \dot{\mathbf{x}}_{r}(t) & =\left.\frac{\partial \boldsymbol{\varphi}(\boldsymbol{\omega}(\mathbf{x}(t), \mathbf{u}(t)))}{\partial \mathbf{x}(t)}\right|_{\mathbf{x}(t)=\wp\left(\mathbf{x}_{r}(t)\right)} \mathbf{f}\left(\wp\left(\mathbf{x}_{r}(t), \mathbf{u}(t)\right)\right), \quad \mathbf{x}_{r}(0)=\mathbf{x}_{r, 0}, \\
\mathbf{y}_{r}(t) & =\mathbf{g}\left(\wp\left(\mathbf{x}_{r}(t)\right)\right), \tag{3.8}
\end{align*}
$$

where $\mathbf{E}_{r}=\tilde{\mathbf{W}}_{\mathbf{x}_{r}}^{T} \mathbf{E} \tilde{\mathbf{V}}_{\mathbf{x}_{r}}$ and the reduced nonlinear function $\mathbf{f}_{r}\left(\mathbf{x}_{r}(t), \mathbf{u}(\mathbf{t})\right)=$ $\tilde{\mathbf{W}}_{\mathbf{x}_{r}}^{T} \mathbf{f}\left(\wp\left(\mathbf{x}_{r}(t)\right), \mathbf{u}(t)\right)$.

### 3.2.2 Linear Petrov-Galerkin projection

Another successful and established approach to reduced nonlinear systems is to apply the classical Petrov-Galerkin projection as discussed for linear systems in Section 2.2.4. Substituting the linear approximation ansatz (2.34) in the FOM (3.1) and premultiplying the overdetermined system with the projector $\mathbf{P}$ given in (2.36) yields:

$$
\begin{equation*}
\mathbf{P}(\underbrace{\mathbf{E V} \dot{\mathbf{x}}_{r}(t)-\mathbf{f}\left(\mathbf{V} \mathbf{x}_{r}(t), \mathbf{u}(t)\right)}_{\Gamma\left(\mathbf{V}_{r}(t)\right), \mathbf{u}(t)}-\mathbf{r}(t))=\mathbf{0} . \tag{3.9}
\end{equation*}
$$

And enforcing the Petrov-Galerkin condition yields the desired ROM

$$
\begin{array}{rlr}
\mathbf{E}_{r} \dot{\mathbf{x}}_{r}(t) & =\mathbf{W}^{T} \mathbf{f}\left(\mathbf{V} \mathbf{x}_{r}(t), \mathbf{u}(t)\right), & \mathbf{x}_{r}(0)=\mathbf{x}_{r, 0} \\
\mathbf{y}_{r}(t) & =\mathbf{g}\left(\mathbf{V} \mathbf{x}_{r}(t)\right), & \tag{3.10}
\end{array}
$$

where $\mathbf{E}_{r}=\mathbf{W}^{T} \mathbf{E V}$ and $\mathbf{x}_{r, 0}=\left(\mathbf{W}^{T} \mathbf{E V}\right)^{-1} \mathbf{W}^{T} \mathbf{E x}(0)$.

### 3.3 Overview of nonlinear reduction methods

Since most practical, real-life dynamical systems are inherently nonlinear, this has led to many research efforts from the past decades to reduce large-scale nonlinear systems. Special classes of large-scale systems such as bilinear systems, DAE systems, and Hamiltonian systems have been successfully reduced, see, e.g., Lall et al. [177, Soberg et al. [272], Al-Baiyat et al. [3] and Fujimoto [121]. Polynomial approximation of weakly nonlinear systems has been carried by Chen [82], Rewienski and White [249, [250], and Benner [45]. Later on, the idea of reducing certain nonlinear systems by transforming them into quadratic bilinear form has also been proposed by Benner and Breiten [48] Gu [139], and Antoulas et al. [16]. Methods based on variational analysis were also proposed [47, 139, 232]. Besides this, Krylov subspace methods for special nonlinear system classes have also been studied in Refs. [62, 131].

### 3.3.1 Quadratic Method

Proposed by Chen [82], this method approximates the nonlinear function $\mathbf{f}($.$) in$ (3.1) as a kronecker product formulation of $\mathbf{x}$, which is given as:

$$
\begin{align*}
\mathbf{f}(\mathbf{x}(t), \mathbf{u}(t))= & \mathbf{f}(\mathbf{0})+\mathbf{A}_{1} \mathbf{x}(t)+\mathbf{A}_{2}(\mathbf{x}(t) \otimes \mathbf{x}(t))  \tag{3.11}\\
& +\mathbf{A}_{\mathbf{3}}(\mathbf{x}(t) \otimes \mathbf{x}(t) \otimes \mathbf{x}(t))+\ldots+\mathbf{B u}(t)
\end{align*}
$$

where the matrices $\mathbf{A}_{i} \in \mathbb{R}^{n \times n}$ denote $i$-th partial derivative of $\mathbf{f}$ at $\mathbf{x}=\mathbf{0}$. The quadratic system thus obtained is given as:

$$
\begin{align*}
\mathbf{E} \dot{\mathbf{x}}(t) & =\mathbf{f}(\mathbf{0})+\mathbf{A}_{1} \mathbf{x}(t)+\mathbf{A}_{2}(\mathbf{x}(t) \otimes \mathbf{x}(t))+\mathbf{B u}(t), \\
\mathbf{y}(t) & =\mathbf{g}(\mathbf{x}(t)) \tag{3.12}
\end{align*}
$$

The projection matrix $\mathbf{V}$, in this method, is obtained as the basis of the Krylov subspace given as:

$$
\begin{equation*}
\operatorname{colspan}(\mathbf{V})=\mathcal{K}_{r}\left(\mathbf{A}_{1}^{-1}, \mathbf{A}_{1}^{-1} \mathbf{B}\right) \tag{3.13}
\end{equation*}
$$

and the reduced quadratic model is obtained by using the one-sided approximation ansatz $\mathbf{x} \approx \mathbf{V} \mathbf{x}_{r}$ in (3.12) given as:

$$
\begin{align*}
\mathbf{E}_{r} \dot{\mathbf{x}}_{r}(t) & =\mathbf{V}^{T} \mathbf{A}_{1} \mathbf{V} \mathbf{x}_{r}(t)+\mathbf{V}^{T} \mathbf{A}_{2}\left(\mathbf{V} \mathbf{x}_{r}(t) \otimes \mathbf{V} \mathbf{x}_{r}(t)\right)+\mathbf{V}^{T} \mathbf{B u}(t)  \tag{3.14}\\
\mathbf{y}(t) & =\mathbf{g}\left(\mathbf{V} \mathbf{x}_{r}(t)\right)
\end{align*}
$$

It is assumed that $\mathbf{f}(\mathbf{0})=\mathbf{0}$ otherwise is taken as a part of input signal.

### 3.3.2 Bilinearization Method

Based on Carleman linearization of nonlinear systems [261], the bilinear form was proposed by Bai et al. [33] and Phillips [231]. This involves the use of first two terms of the series in (3.11), so as to approximate the nonlinear function as:

$$
\begin{equation*}
\mathbf{f}(\mathbf{x}(t), \mathbf{u}(t)) \approx \mathbf{f}(0)+\mathbf{A}_{\mathbf{1}} \mathbf{x}(t)+\mathbf{A}_{\mathbf{2}}(\mathbf{x}(t) \otimes \mathbf{x}(t))+\mathbf{B u}(t) \tag{3.15}
\end{equation*}
$$

As such the bilinear, input-affine system is obtained as follows (with $\mathbf{E}=\mathbf{I}$ ):

$$
\begin{align*}
\dot{\mathbf{x}}_{\otimes}(t) & =\mathbf{A}_{\otimes} \mathbf{x}_{\otimes}+\mathbf{N}_{\otimes} \mathbf{x}_{\otimes} \mathbf{u}(t)+\mathbf{B}_{\otimes} \mathbf{u}(t),  \tag{3.16a}\\
\mathbf{y}(t) & =\mathbf{C}_{\otimes} \mathbf{x}_{\otimes}, \tag{3.16b}
\end{align*}
$$

where

$$
\begin{gather*}
\mathbf{x}_{\otimes}=\left[\begin{array}{c}
\mathbf{x}(t) \\
\mathbf{x}(t) \otimes \mathbf{x}(t)
\end{array}\right], \quad \mathbf{A}_{\otimes}=\left[\begin{array}{cc}
\mathbf{A}_{\mathbf{1}} & \mathbf{A}_{\mathbf{2}} \\
0 & \mathbf{A}_{\mathbf{1}} \otimes \mathbf{I}+\mathbf{I} \otimes \mathbf{A}_{\mathbf{1}}
\end{array}\right],  \tag{3.17}\\
\mathbf{N}_{\otimes}=\left[\begin{array}{cc}
0 & 0 \\
\mathbf{B} \otimes \mathbf{I}+\mathbf{I} \otimes \mathbf{B} & 0
\end{array}\right], \mathbf{B}_{\otimes}=\left[\begin{array}{ll}
\mathbf{B} & 0
\end{array}\right]^{\mathbf{T}}, \mathbf{C}^{\mathbf{T}}=\left[\begin{array}{ll}
\mathbf{C}^{\mathbf{T}} & 0
\end{array}\right]^{\mathbf{T}} .
\end{gather*}
$$

After transforming the nonlinear system to bilinear form (3.16), there are several choices of calculating the projection basis. One particular choice was proposed by Philips and Joel [231]. It was shown that after constructing a series of Krylov subspaces for given $r_{1}, r_{2}, \ldots, r_{K}$, as follows:

$$
\begin{equation*}
\operatorname{colspace}\left(\mathbf{V}_{\mathbf{1}}\right)=\mathcal{K}_{r_{1}}\left(\mathbf{A}_{\otimes}^{-1}, \mathbf{B}_{\otimes}\right) \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{colspace}\left(\mathbf{V}_{k}\right)=\mathcal{K}_{r_{k}}\left(\mathbf{A}_{\otimes}^{-1}, \mathbf{N}_{\otimes} \mathbf{V}_{k-1}\right) \tag{3.19}
\end{equation*}
$$

for $1<k<K$, the matrix $\mathbf{V}$ is calculated by taking the union of all the subspaces spanned by columns of $\mathbf{V}_{k}$, i.e.,

$$
\begin{equation*}
\operatorname{colspan}(\mathbf{V})=\bigcup_{k=1}^{K}\left\{\mathbf{V}_{\mathbf{k}}\right\} \tag{3.20}
\end{equation*}
$$

Another choice of transformation matrix $\mathbf{V}$ was proposed by Bai and Skoogh [33], which matches as many multimoments as the reduced model, and is given as:

$$
\begin{equation*}
\operatorname{colspace}\left(\mathbf{V}_{\mathbf{1}}\right)=\mathcal{K}_{r_{1}}\left(\mathbf{A}_{\otimes}^{-1}, \mathbf{A}_{\otimes}^{-1} \mathbf{B}_{\otimes}\right), \tag{3.21}
\end{equation*}
$$

and for $k>1$,

$$
\begin{equation*}
\operatorname{colspace}\left(\mathbf{V}_{\mathbf{k}}\right)=\mathcal{K}_{r_{k}}\left(\mathbf{A}_{\otimes}^{-1}, \mathbf{A}_{\otimes}^{-1} \mathbf{N}_{\otimes} \mathbf{V}_{\mathbf{k}-\mathbf{1}}\right) \tag{3.22}
\end{equation*}
$$

and the final transformation matrix $\mathbf{V}$ is constructed in a similar fashion, i.e.,

$$
\begin{equation*}
\operatorname{colspan}(\mathbf{V})=\bigcup_{k=1}^{K}\left\{\mathbf{V}_{k}\right\} . \tag{3.23}
\end{equation*}
$$

After constructing the matrix $\mathbf{V}$, the reduced bilinear system is then obtained by using the approximation $\mathbf{x}_{\otimes}=\mathbf{V} \hat{\mathbf{x}}_{\otimes}$ in system (3.16) given as:

$$
\begin{align*}
\dot{\hat{\mathbf{x}}}_{\otimes}(t) & =\hat{\mathbf{A}}_{\otimes} \hat{\mathbf{x}}_{\otimes}+\hat{\mathbf{N}}_{\otimes} \hat{\mathbf{x}}_{\otimes} \mathbf{u}(t)+\hat{\mathbf{B}}_{\otimes} \mathbf{u}(t),  \tag{3.24a}\\
\mathbf{y}(t) & =\hat{\mathbf{C}}_{\otimes} \hat{\mathbf{x}}_{\otimes}, \tag{3.24b}
\end{align*}
$$

where

$$
\mathbf{x}_{\otimes}=\mathbf{V} \hat{\mathbf{x}}_{\otimes}, \hat{\mathbf{A}}_{\otimes}=\left(\mathbf{V}^{T} \mathbf{A}_{\otimes} \mathbf{V}\right), \hat{\mathbf{N}}_{\otimes}=\mathbf{V}^{T} \mathbf{N}_{\otimes} \mathbf{V}, \hat{\mathbf{B}}_{\otimes}=\mathbf{V}^{T} \mathbf{B}_{\otimes} \text { and } \hat{\mathbf{C}}_{\otimes}=\mathbf{C} \mathbf{V}_{\otimes}
$$

Another way of reducing bilinear systems is by using the Balanced Truncation (BT) method for bilinear system method which was originally developed by Achar and Nakhla [2], redeveloped by Condon and Ivanov [200], and also by Benner et al.[49]. This method is similar to standard BT method for linear systems. Although, this method outperforms moment-matching methods in terms of approximating quality, it involves solving the generalized Lyapunov equation which is computationally demanding.

### 3.3.3 Trajectory Piecewise Linear Approximation (TPWL)

TPWL method replaces the polynomial approximation of the nonlinear system with a piece-wise approximation. This method offers more robustness when dealing with strong nonlinearities. The idea is to linearize the nonlinear function $\mathbf{f}($. at a number of linearization points $\mathbf{x}_{i}(i=0,1, \ldots, l)$ in response to some training input. The nonlinear function $\mathbf{f}($.$) is then approximated by the weighted sum of$ these linear models i.e., $\mathbf{f}(\mathbf{x}(t)) \approx \sum_{i=0}^{l} w_{i}\left(\mathbf{f}\left(\mathbf{x}_{i}\right)+\mathbf{A}_{i}\left(\mathbf{x}(t)-\mathbf{x}_{i}\right)\right)$, and the original system is represented as:

$$
\begin{align*}
\dot{\mathbf{x}}(t) & \left.=\sum_{i=0}^{l} w_{i}(\mathbf{x}(t)) \mathbf{f}\left(\mathbf{x}_{i}\right)+\sum_{i=0}^{l} w_{i}(\mathbf{x}(t)) \mathbf{A}_{i}\left(\mathbf{x}(t)-\mathbf{x}_{i}\right)\right)+\mathbf{B u}(t),  \tag{3.25}\\
\mathbf{y}(t) & =\mathbf{g}(\mathbf{x}(t)),
\end{align*}
$$

where $w_{i}, i=0,1, \ldots, l$ is a vector of weights and $\mathbf{A}_{i}$ is the Jacobian matrix of $\mathbf{f}($. at $\mathbf{x}_{i}$. The projection matrix $\mathbf{V}$, in this case, is obtained as orthonormal basis of the following Krylov subspace which spans the reduced state-space.

$$
\begin{equation*}
\operatorname{colspan}(\mathbf{V})=\operatorname{span}\left\{\mathbf{A}_{0}^{-1} \mathbf{B}, \ldots, \mathbf{A}_{0}^{-(r-1)} \mathbf{B}\right\} \tag{3.26}
\end{equation*}
$$

The reduction is then performed by using the approximation ansatz $\mathbf{x}(t)=\mathbf{V} \mathbf{x}_{r}(t)$ in (3.25).

$$
\begin{aligned}
\dot{\mathbf{x}}_{r}(t) & =\left(\sum_{i=0}^{l} \mathbf{V}^{T} \mathbf{A}_{i} \mathbf{V} \tilde{w}_{i}\left(\mathbf{x}_{r}(t)\right)\right) \mathbf{x}_{r}(t) \\
& +\sum_{i=0}^{l} \mathbf{V}^{T}\left(\mathbf{f}\left(\mathbf{x}_{i}-\mathbf{A}_{i} \mathbf{x}_{i}\right) \tilde{w}_{i}\left(\mathbf{x}_{r}(t)\right)+\mathbf{V}^{T} \mathbf{B u}(t)\right. \\
\mathbf{y}(t) & =\mathbf{g}\left(\mathbf{V} \mathbf{x}_{r}(t)\right)
\end{aligned}
$$

Here, the weights $\tilde{w}$ depend on $\mathbf{x}_{\mathbf{r}}$ and can be computed using the information about the distances $\left\|\mathbf{x}_{r}-\mathbf{x}_{r_{i}}\right\|$ of the (projected) linearization points $\mathbf{V}^{T} \mathbf{x}_{i}$ from the current state $\mathbf{x}_{r}$. An error bound for TPWL was proposed in Ref. [250] alongwith some discussion on stability and passivity preservation. A down-side of this method, however, is the choice of an appropriate training input. The reduced model loses accuracy if the training inputs are chosen far away from the actual inputs. This happens because the computed trajectory departs from the actual behavior of the state vector $\mathbf{x}(t)$.

In continuation with this, a polynomial piece-wise approximation was proposed by Dong and Roychowdhury [93] instead of a linear piece-wise approximation for each piece. Similar ideas later emerged in various studies such as presented by Vasilyev et al. 297. A more detailed review on piece-wise linearzation based reduction methods can be found in Ref. [151].

### 3.3.4 Proper Orthogonal Decomposition (POD)

One of the most successful nonlinear model order reduction method is the Proper Orthogonal Decomposition (POD) [210, 58] also known as Karhunen-Loéve Transform (KLT) or Principal Component Analysis (PCA). This method can be considered a general application of the SVD to the approximation of dynamical systems.

Let $\mathbf{x}\left(t_{1}\right), \mathbf{x}\left(t_{2}\right), \ldots, \mathbf{x}\left(t_{n_{s}}\right)$ denote the snapshots of (3.1) taken at $t_{j}, j \in\left\{1, \ldots, n_{s}\right\}$ in the interval $[0, T]$. Suppose $\aleph$ represents the ensemble consisting the snapshots $\left\{\mathbf{x}\left(t_{j}\right)\right\}_{j=1}^{n_{s}}$ i.e.,

$$
\begin{equation*}
\aleph=\operatorname{span}\left\{\mathbf{x}\left(t_{1}\right), \ldots, \mathbf{x}\left(t_{n_{s}}\right)\right\} \tag{3.27}
\end{equation*}
$$

Then, POD aims at finding an orthonormal basis $\left\{\mathbf{v}_{i}\right\}_{i=1}^{r}$ for $\aleph$ that satisfies the minimization problem given as:

$$
\begin{equation*}
\min _{\left\{\mathbf{v}_{i}\right\}_{i=1}^{r}} \sum_{j=1}^{n_{s}}\left\|\mathbf{x}\left(t_{j}\right)-\sum_{i=1}^{r}\left\langle\mathbf{x}\left(t_{j}\right), \mathbf{v}_{i}\right\rangle \mathbf{v}_{i}\right\|_{2}^{2}, \tag{3.28}
\end{equation*}
$$

subject to $\left\langle\mathbf{v}_{i}, \mathbf{v}_{j}\right\rangle=\delta_{i j}$. In practice, $(3.28)$ is solved by taking the SVD of the snapshot matrix $\mathbf{X} \in \mathbb{R}^{n \times n_{s}}$ (whose columns are the time displaced solutions of the system) i.e, $\mathbf{X}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T}$, and first $r \ll \min \left(n, n_{s}\right)$ columns of $\mathbf{U}$ are then utilized to construct the orthonormal project matrix $\mathbf{V}_{\text {POD }}$. The procedure is summed up in Algorithm 2.

```
Algorithm 2 Proper Orthogonal Decomposition (POD)
Input: Snapshot matrix \(\mathbf{X}=\left[\mathbf{x}\left(t_{1}\right) \mathbf{x}\left(t_{2}\right) \ldots \mathbf{x}\left(t_{n_{s}}\right)\right]\), tolerance parameter \(\epsilon\).
Output: POD basis: \(\mathbf{V}_{\text {POD }}\)
    \(\left[\mathbf{U}, \boldsymbol{\Sigma}, \mathbf{V}^{\mathbf{T}}\right]=\operatorname{svd}(\mathbf{X}), \boldsymbol{\Sigma}=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{r_{x}}\right)\).
    \(\mathbf{V}_{\mathrm{POD}}=\mathbf{U}(:, 1: r), r\) s.t., \(\sum_{i=r+1}^{r_{x}} \sigma_{i} / \sum_{i=1}^{r_{x}} \sigma_{i}<\epsilon, r_{x}\) is the number of non-zero
    singular values of matrix \(\boldsymbol{\Sigma}\).
```

Note that, for the most MOR settings, the dimensions of the snapshot matrix $\mathbf{X} \in \mathbb{R}^{n \times n_{s}}$ with $n>n_{s}$, i.e., the number of dimension of system is much greater that than the number of snapshots, resulting in a "tall-and-skinny" matrix X. Therefore, it is preferred to use a economy version of the SVD resulting in the dimension of $\mathbf{U} \in \mathbb{R}^{n \times n_{s}}, \boldsymbol{\Sigma} \in \mathbb{R}^{n_{s} \times n_{s}}$, and $\mathbf{V} \in \mathbb{R}^{k \times n_{s}}$ (cf. Fig. 2.2)

Given its conceptual simplicity, POD is a straightforward data-driven approach and performs satisfactorily well for a number of nonlinear systems. Also, the reduced model of size $r$ can be selected according to the decay of singular values for a given tolerance $\epsilon$. However, there are some drawbacks associated with this method. Firstly, the low-rank approximation via POD relies on expensive measurements of the full-sized model for some training inputs $\mathbf{u}_{\text {train }}(t)$. This leads to substantial offline computational costs, especially when the FOM is repeatedly
solved for varying design parameters, initial or boundary conditions. Secondly, the quality of ROM depends on the training inputs used while obtaining the snapshot ensemble. If the latter doesn't capture the system's dynamics at all operating points, then the performance of ROM degrades for scenarios for which it was not trained.

Besides the classical POD technique, there exist several other methods which are related to the POD method. Examples include balanced-POD proposed by Willcox and Peraire [306], Kunisch and Volkwein [174], Hinze and Volkwein [150], Kunisch and Volkwein [175], Grepl et al. [135] and Astrid et al. [28], Reduced Basis methods by Quarteroni et al. [236, 149], empirical Gramians [179], the shifted POD (sPOD) method by Reiss et al.[248] for advection-dominated PDEs, and methods based on deep/manifold learning [227, 285, 183]. Also, POD has been widely employed within the spatial least-square Petrov-Galerkin (LSPG) framework [69, 70], and the recently developed space-time LSPG method [85] involving the higher-order singular value decomposition (HOSVD).

### 3.3.5 Nonlinear balancing

The concept of balancing for nonlinear systems was first proposed by Scherpen [267] which is an extension of balancing for linear systems in the sense that it is based on input-output energy of the nonlinear system. This involves solving two Hamilton-Jacobi-Bellman (HJB) PDEs representing nonlinear counterparts of linear Lyapunov equations (2.40). However, for problems of large-scale nature, the solution of HJB PDEs becomes highly expensive due to the curse of dimensionality. Hence, state-dependent Lyapunov equations have been developed to avoid this issue. These include differential balancing based on variational systems and contraction theory by Kawano et al. [164], and dynamic balancing based on dynamic controllability and observability extensions presented by Sassano et al. [259, 260]. This further encouraged the development of energy-based methods and the notion of Hankel operator, see e.g., Gray and Mesko [133], Scherpen and Gray [266], Scherpen and Van-der-Schaft [268] and Fujimoto and Scherpen [122, 123].

### 3.4 Moment-matching in nonlinear systems

The relation between moments and Sylvester equation was first proposed by Gallivan et al. [126, 127]. Based on this, the notion of nonlinear moments was firstly presented by Astolfi [23]. Since then, methods on linear moment matching and, especially, nonlinear moment-matching (NLMM) have been developed in many publications [24, 25, 26, 27, 29]. A class of (nonlinear) parameterized ROMs achieving moment matching was defined in Ref. [154]. A two-sided, nonlinear moment matching theory was developed by Ionescu and Astolfi [155, 156]. The problem of MOR via moment-matching for linear and nonlinear differential time-delay systems with discrete and distributed-delays was studied by Scarciotti
and Astolfi [263]. In addition to this, the online estimation of moments of linear and nonlinear systems from input/output measurements has been proposed in Ref. [264, 265]. The study presented new algorithms to construct ROM's that asymptotically match the moments of an unknown nonlinear system to be reduced by solving a recursive, moving window, least-square estimation problem using input/output snapshot measurements. In reference to this, Maria et al. 295] developed a practical simulation-free, NLMM algorithm in which certain numerical simplifications were proposed that avoid the expensive solution of Sylvester PDE. Recently, a nonlinear MOR framework based on NLMM with dynamic mode decomposition (DMD) has been proposed in Ref. [241]. The framework involves the computation of the offline projection matrix $\mathbf{V}$ by the application of NLMM, whereas the underlying nonlinearity is approximated via DMD modes. Also, a parametric nonlinear MOR method based on NLMM has been proposed in Ref. [240](see also [239, 237, [238, 242]). Faedo et al. [104] recently extended this idea to wave energy systems. Furthermore, an optimal $\mathcal{H}_{2}$-norm based MOR method using time-domain moment-matching was proposed by Ion Necoara and Ionescu [216].

Similar to the notion of moments defined for linear systems in Section 2.2.7, we describe the nonlinear enhancement of moment-matching for large-scale systems. The idea is based on the concepts emerging from output regulation of nonlinear systems [173], the center manifold theory [72], and the steady-state response of nonlinear-systems [157, 67, 158]. We refer the reader to Ref. [243] for an excellent review.
Consider the following nonlinear exogenous (signal-generator) system:

$$
\begin{align*}
\dot{\boldsymbol{\zeta}}(t) & =\varpi(\boldsymbol{\zeta}(t)) \quad \boldsymbol{\zeta}(0),=\boldsymbol{\zeta}_{0} \neq 0,  \tag{3.29a}\\
\mathbf{u}(t) & =\varrho(\boldsymbol{\zeta}(t)), \tag{3.29b}
\end{align*}
$$

where $\boldsymbol{\zeta} \in \mathbb{R}^{r}, \varpi(\boldsymbol{\zeta}) \in \mathbb{R}^{r} \rightarrow \mathbb{R}^{r}$ and $\varrho(\boldsymbol{\zeta}) \in \mathbb{R}^{r} \rightarrow \mathbb{R}^{m}$ are smooth mapping such that $\varpi(\mathbf{0})=\mathbf{0}$ and $\boldsymbol{\varrho}(\mathbf{0})=\mathbf{0}$. It is hereby assumed that the exogenous system $(\sqrt[3.29)]{ }$ is observable $\left(\varrho, \varpi, \boldsymbol{\zeta}_{\mathbf{0}}\right)$, i.e., the output trajectories corresponding to any initial conditions do not coincide. Also, its is assumed that the point $\boldsymbol{\zeta}_{0}$ is a stable equilibrium (in ordinary sense of Lyapunov) such that inputs generated by such a system remain bounded. Furthermore, the input signal $\mathbf{u}(t)$ is assumed to be persistently exciting in time [157]. This implies that every point $\boldsymbol{\zeta}^{\circ}$ is Poisson stable, such that no trajectory can decay to zero as $t \rightarrow \infty$. When both the above conditions are met, we define the signal generator to be "neutrally stable" 157 i.e., if the output signal of such a signal generator is fed to the input of nonlinear system (3.1), the steady-state of output of such an interconnection is guaranteed to be well-defined. The signal generator thus essentially captures the requirement that one is interested in studying the the behavior of system (3.1) only in specific circumstances. The interconnection of exogenous system (3.29) with nonlinear
system (3.1) is given as:

$$
\begin{align*}
\mathbf{E} \frac{d \mathbf{x}(t)}{d t} & =\mathbf{f}(\mathbf{x}(t), \boldsymbol{\varrho}(\boldsymbol{\zeta}(t))  \tag{3.30a}\\
\mathbf{y}(t) & =\mathbf{g}(\mathbf{x}(t)) \tag{3.30b}
\end{align*}
$$

The steady-state of such an interconnection is given as:

$$
\begin{equation*}
\mathbf{y}(t)=\underbrace{\mathbf{g} \boldsymbol{\tau}\left(\mathbf{x}_{0}-\wp\left(\zeta_{0}\right)\right)}_{\mathbf{y}_{\mathbf{p}}(t)}+\underbrace{\mathbf{g} \wp(\boldsymbol{\zeta}(t))}_{\mathbf{y}_{\mathbf{h}}(t)}, \tag{3.31}
\end{equation*}
$$

where $\mathbf{y}_{\mathbf{p}}(t)$ is the transient component of the solution with nonlinear transient mapping given by $\boldsymbol{\tau}\left(\mathbf{x}_{0}\right)$, and $\mathbf{y}_{\mathbf{h}}(t)$ corresponds to the steady-state component of the solution where the mapping $\wp(\boldsymbol{\zeta})$ is a local mapping defined in the neighborhood of $\boldsymbol{\zeta}=0$. Since the nonlinear system (3.1) is assumed to be exponentially stable, therefore the transient solution decays exponentially, i.e., $\lim _{t \rightarrow \infty} \mathbf{y}_{\mathbf{h}}(t)=0$, and $\mathbf{y}_{\mathbf{s s}}(t)=\mathbf{g}(\wp(\boldsymbol{\zeta}(t)))$ is the steady-state response of the interconnected system. Thus, interconnecting the nonlinear system (3.1) with the signal generator (3.29) corresponds to exciting the nonlinear system with user-defined inputs. Now, to provide a generalized notion of moments for nonlinear systems, the following assumption is required (as provided in Ref.[26])

Assumption: The unique mapping $\wp(\boldsymbol{\zeta})$ solves the nonlinear Sylvester equation given as:

$$
\begin{equation*}
\mathbf{E} \frac{\partial \wp(\boldsymbol{\zeta}(t))}{\partial \boldsymbol{\zeta}(t)} \varpi(\boldsymbol{\zeta}(t))=\mathbf{f}(\wp(\boldsymbol{\zeta}(t)), \boldsymbol{\varrho}(\boldsymbol{\zeta}(t))) . \tag{3.32}
\end{equation*}
$$

By the center manifold theory, the interconnected system (3.30) possesses a locally well-defined invariant manifold at $\left(\mathbf{x}_{\text {eq }}, \boldsymbol{\zeta}_{\text {eq }}=(\mathbf{0}, \mathbf{0})\right)$, given as $\mathcal{M}=\{(\mathbf{x}, \boldsymbol{\zeta}) \in$ $\left.\mathbb{R}^{n+r}: \mathbf{x}=\wp(\boldsymbol{\zeta}(t))\right\}$ where $\wp(\boldsymbol{\zeta}(t))$ solves (3.32).

Definition 3.1 (Steady-state notion of nonlinear moments) [25, (26] The moment of system (3.1) at $\varpi(\boldsymbol{\zeta})$ is defined by function $\mathbf{g}(\wp(\boldsymbol{\zeta})$ ) under the aforesaid assumptions. Furthermore, the 0 -th nonlinear moment of system (3.1) at $\left.(\varpi(\boldsymbol{\zeta}(t))), \boldsymbol{\varrho}(\boldsymbol{\zeta}(t)), \boldsymbol{\zeta}_{\mathbf{0}}\right)$ is related to the (locally well-defined) steady-state response $\mathbf{y}_{\mathbf{s s}}(t)=\mathbf{g}(\wp(\boldsymbol{\zeta}(t)))$ where the mapping $\wp(\boldsymbol{\zeta})$ solves the nonlinear Sylvester equation (3.32).

Based on Definition 3.1, the notion of nonlinear moment-matching in terms of steady-state response matching can be formulated as follows:

Theorem 3.1 (Nonlinear moment-matching) [25, 26] The moments of the nonlinear system (3.1) at $\left(\varpi(\boldsymbol{\zeta}), \boldsymbol{\varrho}(\boldsymbol{\zeta}), \boldsymbol{\zeta}_{0}\right)$ coincide with the (well-defined) steadystate response of the output of the interconnected system (3.30) when the aforesaid assumptions hold.
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Figure 3.1: Time-domain illustration of nonlinear moment-matching in terms of steady-state response matching between FOM and ROM

Thus, similar to linear systems, a nonlinear reduced model can be defined that achieves moment-matching with original system (3.1) at $\left(\varpi(\boldsymbol{\zeta}), \boldsymbol{\varrho}(\boldsymbol{\zeta}), \boldsymbol{\zeta}_{\mathbf{0}}\right)$.

Definition 3.2 (Nonlinear ROM via moment-matching) [25, [26] A reducedorder model of the form (3.8), given as:

$$
\begin{align*}
\mathbf{E}_{r} \dot{\mathbf{x}}_{r}(t) & =\left.\frac{\partial \boldsymbol{\varphi}(\boldsymbol{\omega}(\mathbf{x}(t), \mathbf{u}(t)))}{\partial \mathbf{x}(t)}\right|_{\mathbf{x}(t)=\wp\left(\mathbf{x}_{r}(t)\right)} \mathbf{f}\left(\wp\left(\mathbf{x}_{r}(t), \mathbf{u}(t)\right)\right), \quad \mathbf{x}_{r}(0)=\mathbf{x}_{r, 0}  \tag{3.33}\\
\mathbf{y}_{r}(t) & =\mathbf{g}\left(\wp\left(\mathbf{x}_{r}(t)\right)\right),
\end{align*}
$$

of dimension $r(r \ll n)$ matches moments with the full-order system (3.1) at $\left(\varpi(\boldsymbol{\zeta}), \boldsymbol{\varrho}(\boldsymbol{\zeta}), \boldsymbol{\zeta}_{0}\right)$, if the reduced nonlinear Sylvester equation given as:

$$
\begin{equation*}
\mathbf{E}_{r} \frac{\partial \wp_{r}(\boldsymbol{\zeta})}{\partial \boldsymbol{\zeta}} \varpi(\boldsymbol{\zeta})=\mathbf{f}_{r}\left(\wp_{r}(\boldsymbol{\zeta}), \boldsymbol{\varrho}(\boldsymbol{\zeta})\right) \tag{3.34}
\end{equation*}
$$

is uniquely solved by $\left(\mathbf{g}_{r}(\boldsymbol{\zeta})\right)$ such that

$$
\begin{equation*}
\mathbf{g}(\wp(\boldsymbol{\zeta}))=\mathbf{g}_{r}\left(\wp_{r}(\boldsymbol{\zeta})\right) . \tag{3.35}
\end{equation*}
$$

Thus, moment-matching for nonlinear systems can be interpreted as the exact matching of the steady-state response of the FOM and ROM (cf. Fig. 3.1) when
both systems are excited from the inputs from non-linear signal generator (3.29). For other inputs, the steady state is interpolated. Note here that the Sylvester equation unlike in the linear case, is state dependent, non-linear partial differential equation of dimension $(n \times 1)$.

The projection-based technique to obtain a reduced-order model achieving moment-matching is given by (3.8) with $\wp\left(\mathbf{x}_{r}(t)\right)$ as the solution Sylvester PDE (3.32). However, a non-projective approach consists of parametrizing the family of ROMs achieving moment-matching with FOM (3.1) at $\left(\varpi(\boldsymbol{\zeta}), \boldsymbol{\varrho}(\boldsymbol{\zeta}), \boldsymbol{\zeta}_{0}\right)$ w.r.t the reduced input matrix function $\boldsymbol{\delta}\left(\mathbf{x}_{r}(t)\right): \mathbb{R}^{r} \rightarrow \mathbb{R}^{r \times m}$ yielding a ROM in input-affine representation as follows:

$$
\begin{align*}
\dot{\mathbf{x}}_{r}(t) & =\varpi\left(\mathbf{x}_{r}(t)\right)-\boldsymbol{\delta}\left(\mathbf{x}_{r}(t)\right) \boldsymbol{\varrho} \mathbf{x}_{r}(t)+\boldsymbol{\delta}\left(\mathbf{x}_{r}(t)\right) \mathbf{u}(t),  \tag{3.36a}\\
\mathbf{y}_{r}(t) & =\mathbf{g}\left(\wp\left(\mathbf{x}_{r}(t)\right)\right), \tag{3.36b}
\end{align*}
$$

where the free mapping $\boldsymbol{\delta}\left(\mathbf{x}_{r}\right)$ can be used to impose e.g. asymptotic stability, passivity, a prescribed relative degree and zero dynamics.

### 3.5 Hyper-reduction in nonlinear systems

The nonlinear reduction methods reduce the number of equation from $n$ to $r$ yielding the ROM structure (3.8) or (3.10) depending upon the type of projection technique used. This results in a drastic reduction in the computational cost associated with solving the linear system of equations via any time-integration scheme. However, the complexity of evaluating the nonlinear term $\mathbf{f}\left(\mathbf{x}_{r}, \mathbf{u}\right)$ still remains as that of the original problem. For this, consider the nonlinear term of the ROM (3.8) :

$$
\begin{equation*}
\underbrace{\mathbf{W}^{T}}_{r \times n} \underbrace{\mathbf{f}\left(\mathbf{V} \mathbf{x}_{r}(t)\right)}_{n \times 1}=\left\langle\mathbf{f}\left(\mathbf{V} \mathbf{x}_{r}(t)\right), \mathbf{V}\right\rangle . \tag{3.37}
\end{equation*}
$$

This inner product is solved by first expanding the variable $\mathbf{x}_{r}(t) \in \mathbb{R}^{r}$ to $n$ dimensional vector $\mathbf{V} \mathbf{x}_{r}(t) \in \mathbb{R}^{n}$ which requires $2 n r$ flops. Then, the nonlinearity $\mathbf{f}\left(\mathbf{V} \mathbf{x}_{r}\right)$ is evaluated. Finally, the projection with the reduction basis $\mathbf{W}$ is solved to obtain $\mathbf{W}^{T} \mathbf{f}\left(\mathbf{V} \mathbf{x}_{r}(t)\right)$. Thus, $4 n r$ flops are required as a result of two matrix-vector products required to form the argument of $\mathbf{f}$, and then to form the projection. As a result, solving the reduced system might still be costly as solving the full system.

Similar inefficiency occurs when solving the reduced model (3.8) for steady nonlinear PDEs by Newton iteration. During each iteration, the Jacobian ma$\operatorname{trix} \mathbf{J}(\mathbf{x})=\partial \mathbf{f}(\mathbf{x}) / \partial \mathbf{x}$ is solved besides the nonlinear function $\mathbf{f}$, and the cost of computation still depends on full-dimension $n$ :

$$
\begin{equation*}
\mathbf{J}_{r}\left(\mathbf{x}_{r}\right)=\underbrace{\mathbf{W}^{T}}_{r \times n} \underbrace{\mathbf{J}\left(\mathbf{V} \mathbf{x}_{r}\right)}_{n \times n} \underbrace{\mathbf{V}}_{n \times r} \tag{3.38}
\end{equation*}
$$

i.e., the Jacobian function is first expanded in the high-dimension settings, and then projected to obtain the reduced form. The computational complexity for
computing the Jacobian is roughly $\mathcal{O}\left(2 n^{2} r+2 n r^{2}+2 n r\right)$ for a dense $\mathbf{J}$ and $2 n^{2} r$ for a sparse $\mathbf{J}$. Hence, these numerical complexities renders the dimension reduction techniques inefficient.

To address these challenges, various hyper-reduction scheme have been proposed. The idea is to find a low-rank representation of the nonlinear function and its Jacobian for an efficient reduction of the overall problem. These methods are usually employed after the dimensionality reduction of state-space have been performed. Next, we discuss some of the prominent hyper-reduction methods:

### 3.5.1 Polynomial system representation

One possibility is to express the nonlinear function analytically through polynomial tensors to avoid evaluating the nonlinear terms on the element level within the FE code. This is achieved by representing the nonlinear function $\mathbf{f}(\mathbf{x}, \mathbf{u})$ as a polynomial system using a Taylor series expansion (3.11) or a quadratic form $(\sqrt{3.12})$. Once a polynomial system representation is obtained, the dimensional reduction can be carried out using either a linear or nonlinear projection. Although the full-order tensors are primarily sparse, their storage becomes prohibitive for large $n$. This is especially true if the nonlinear function is represented by higherorder polynomials like cubic or quartic. To illustrate the idea, consider a cubic representation of a nonlinear function $\mathbf{f}$ as follows:

$$
\begin{equation*}
\mathbf{f}(\mathbf{x})=\mathbf{A} \mathbf{x}+\mathbf{B}(\mathbf{x} \otimes \mathbf{x})+\mathbf{C}(\mathbf{x} \otimes \mathbf{x} \otimes \mathbf{x}) \tag{3.39}
\end{equation*}
$$

One way to obtain the reduced approximation of $\mathbf{f}$ is by using linear bases $\mathbf{V}, \mathbf{W} \in$ $\mathbb{R}^{n \times r}$ for projection. The reduced model is then given as:

$$
\begin{equation*}
\mathbf{f}_{r}\left(\mathbf{x}_{r}\right)=\mathbf{A}_{r} \mathbf{x}_{r}+\mathbf{B}_{r}\left(\mathbf{x}_{r} \otimes \mathbf{x}_{r}\right)+\mathbf{C}_{r}\left(\mathbf{x}_{r} \otimes \mathbf{x}_{r} \otimes \mathbf{x}_{r}\right), \tag{3.40}
\end{equation*}
$$

where the reduced matrices

$$
\mathbf{A}_{r}=\mathbf{W}^{T} \mathbf{A V}, \mathbf{B}_{r}=\mathbf{W}^{T} \mathbf{B}(\mathbf{V} \otimes \mathbf{V}), \text { and } \mathbf{C}_{r}=\mathbf{W}^{T} \mathbf{C}(\mathbf{V} \otimes \mathbf{V} \otimes \mathbf{V})
$$

of dimensions $\mathbf{A} \in \mathbb{R}^{r \times r}, \mathbf{B}_{r} \in \mathbb{R}^{r \times r^{2}}$, and $\mathbf{C} \in \mathbb{R}^{r \times r^{3}}$. The smaller costs of evaluating the reduced polynomial function $\mathbf{f}_{r}$ gives considerable saving than solving $\mathbf{W}^{T} \mathbf{f}\left(\mathbf{V} \mathbf{x}_{r}\right)$.

### 3.5.2 Piecewise linear approximation

Another possibility is to represent the nonlinear function by a piecewise linear approximation (PWL), as follows:

$$
\begin{equation*}
\left.\mathbf{f}_{r}\left(\mathbf{x}_{r}\right)=\mathbf{W}^{T}\left(\sum_{i=0}^{l} w_{i}\left(\mathbf{x}_{r}(t)\right) \mathbf{f}\left(\mathbf{x}_{i}\right)+\sum_{i=0}^{l} w_{i}\left(\mathbf{x}_{r}(t)\right) \mathbf{A}_{i}\left(\mathbf{V} \mathbf{x}(t)-\mathbf{x}_{i}\right)\right)\right) \tag{3.41}
\end{equation*}
$$

The nonlinearity is approximated as a weighted interpolation of reduced linearized matrices, obtained via linearizations at different given points $\left\{\mathbf{x}_{i}\right\}_{i=0}^{l}$.

### 3.5.3 Classical hyper-reduction methods

Unlike the above mentioned methods, the classical hyper-reduction methods like the Discrete Empirical Interpolation (DEIM) [80] by Chaturantabut and Sorensen or the Energy-Conserving Sampling and Weighting (ECSW) [106] method by Farhat et al. employ a different approach. The idea is to compute the nonlinear function only at certain grid points of the mesh.

### 3.5.4 Discrete Empirical Interpolation Method (DEIM)

The core ideas of DEIM emerge from empirical interpolation method(EIM) [36] by Barrault et al., Gappy POD [305, 103], and the missing point estimation method [28] by Astrid et al.

In DEIM, the non-linear function $\mathbf{f}(\mathbf{x})$ is projecting onto an approximate subspace spanned by a basis of dimension $m_{d} \ll n$, i.e.,

$$
\begin{equation*}
\mathbf{f}(\tau) \approx \mathbf{U}_{\mathbf{d}} \mathbf{c}(\tau) \tag{3.42}
\end{equation*}
$$

where for nonlinear time dependent PDEs $\tau=t, \mathbf{U}_{\mathbf{d}}=\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{m_{d}}\right] \in \mathbb{R}^{n \times m_{d}}$, and $\mathbf{c}(\tau)$ as the coefficient vector. Next, consider a boolean matrix $\mathbf{P}$ with:

$$
\begin{equation*}
\mathbf{P}=\left[\mathbf{e}_{p_{1}}, \ldots ., \mathbf{e}_{p_{m_{d}}}\right] \in \mathbb{R}^{n \times m_{d}} \tag{3.43}
\end{equation*}
$$

where $\mathbf{e}_{p i}=[0, \ldots, 0,1,0, \ldots, 0]^{T} \in \mathbb{R}^{n}$ is the $p_{i}$ th column of the identity matrix $\mathbf{I}_{n} \in \mathbb{R}^{n \times n}$ for $i=1, . ., m_{d}$, then

$$
\begin{equation*}
\mathbf{P}^{\mathbf{T}} \mathbf{f}(\tau)=\left(\mathbf{P}^{\mathrm{T}} \mathbf{U}_{\mathbf{d}}\right) \mathbf{c}(\tau), \tag{3.44}
\end{equation*}
$$

and approximation (3.42) becomes:

$$
\begin{equation*}
\mathbf{f}(\tau) \approx \mathbf{U}_{\mathbf{d}} \mathbf{c}(\tau)=\mathbf{U}_{\mathbf{d}}\left(\mathbf{P}^{\mathbf{T}} \mathbf{U}_{\mathbf{d}}\right)^{-\mathbf{1}} \mathbf{P}^{\mathrm{T}} \mathbf{f}(\tau) \tag{3.45}
\end{equation*}
$$

where $\mathbf{P}^{\mathbf{T}} \mathbf{U}_{\mathbf{d}}$ is nonsingular. The DEIM algorithm to obtain $\vec{p}=\left[p_{1}, \ldots, p_{m_{d}}\right]^{T}$ is as follows:

```
Algorithm 3 Discrete Empirical Interpolation Method (DEIM) [80]
INPUT: \(\left\{\mathbf{u}_{l}\right\}_{l=1}^{m_{d}} \subset \mathbb{R}^{n}\) linearly independent
OUTPUT: \(\vec{p}=\left[p_{1}, \ldots, p_{m_{d}}\right]^{T}\)
    \(\left[|\rho|, p_{1}\right]=\max \left\{\left|\mathbf{u}_{1}\right|\right\}\).
    \(\mathbf{U}_{\mathbf{d}}=\left[\mathbf{u}_{1}\right], \mathbf{P}=\left[\mathbf{e}_{p_{1}}\right], \vec{p}=\left[p_{1}\right]\).
    for \(l=2\) to \(m_{d}\) do
    Solve \(\left(\mathbf{P}^{T} \mathbf{U}_{\mathbf{d}}\right) \mathbf{c}=\mathbf{P}^{T} \mathbf{u}_{l}\) for \(\mathbf{c}\)
    \(\mathbf{r}=\mathbf{u}_{l}-\mathbf{U}_{\mathrm{d}} \mathbf{c}\)
    \(\left[|\rho|, p_{l}\right]=\max \{|\mathbf{r}|\}\)
    \(\mathbf{U}_{\mathbf{d}} \leftarrow\left[\begin{array}{ll}\mathbf{U}_{\mathbf{d}} & \mathbf{u}_{l}\end{array}\right], \mathbf{P} \leftarrow\left[\begin{array}{ll}\mathbf{P} & \mathbf{e}_{p_{l}}\end{array}\right], \vec{p} \leftarrow\left[\begin{array}{c}\vec{p} \\ p_{l}\end{array}\right]\).
    end for
```

From the DEIM Algorithm, a set of indices are constructed inductively on the input basis. The input basis matrix $\mathbf{u}_{l}$ is obtained by sampling the nonlinear function $\mathbf{f}$ at certain time-instances $t=1,2, \ldots, t_{n_{s}}$. Thus, similar to the snapshot matrix $\mathbf{X}=\left[\mathbf{x}\left(t_{1}\right) \mathbf{x}\left(t_{2}\right) \ldots \mathbf{x}\left(t_{n_{s}}\right)\right] \in \mathbb{R}^{n \times n_{s}}$ obtained for POD, the nonlinear function snapshots $\mathbf{F}=\left[\mathbf{f}\left(\mathbf{x}\left(t_{1}\right)\right) \mathbf{f}\left(\mathbf{x}\left(t_{2}\right)\right) \ldots \mathbf{f}\left(\mathbf{x}\left(t_{n_{s}}\right)\right)\right] \in \mathbb{R}^{n \times n_{s}}$ are gathered from the FOM for some training signal $\mathbf{u}_{\text {train }}(t)$. After that, the SVD of the matrix $\mathbf{F}$ yields the columns of matrix $\mathbf{u}_{l}$, where the order of the input basis $m_{d}$ is chosen according to the dominant singular values of the nonlinear function snapshot matrix. The DEIM approximation of the nonlinear term $\mathbf{f}()$ then reads:

$$
\begin{equation*}
\mathbf{W}^{T} \mathbf{f}\left(\mathbf{V} \mathbf{x}_{r}(t)\right)=\mathbf{W}^{T} \mathbf{U}_{\mathbf{d}}\left(\mathbf{P}^{T} \mathbf{U}_{\mathbf{d}}\right)^{-1} \mathbf{P}^{T} \mathbf{f}\left(\mathbf{V} \mathbf{x}_{r}(t)\right), \tag{3.46}
\end{equation*}
$$

and in case the nonlinear function $\mathbf{f}$ is evaluated component-wise at its input vector, we can write (3.46) as:

$$
\begin{equation*}
\mathbf{W}^{T} \mathbf{f}\left(\mathbf{V} \mathbf{x}_{r}(t)\right)=\underbrace{\mathbf{W}^{T} \mathbf{U}_{\mathbf{d}}\left(\mathbf{P}^{T} \mathbf{U}_{\mathbf{d}}\right)^{-1}}_{\text {precomputed: } r \times m_{d}} \underbrace{\mathbf{f}\left(\mathbf{P}^{T} \mathbf{V} \mathbf{x}_{r}(t)\right)}_{m_{d} \times 1} \tag{3.47}
\end{equation*}
$$

Since the term $\mathbf{W}^{T} \mathbf{U}_{\mathbf{d}}\left(\mathbf{P}^{T} \mathbf{U}\right)^{-1}$ is independent of $t$, it can be precomputed by solving the system of ODEs. Furthermore, $\mathbf{P}^{T} \mathbf{V} \mathbf{x}_{r}(t) \in \mathbb{R}^{m_{d}}$ can be obtained by extracting the rows $p_{1}, p_{2}, \ldots, p_{m_{d}}$ of $\mathbf{V}$, and then multiplying against $\mathbf{x}_{r}$ which incurs $2 r m_{d}$ cost. Here the indices $\left\{p_{1}, p_{2}, \ldots, p_{m_{d}}\right\}$ are obtained via Algorithm (3). Thus, the overall cost of evaluating the nonlinear term $\mathbf{f}$, via DEIM, becomes roughly $\mathcal{O}\left(4 r m_{d}\right)$ which is is independent of $n$.

Similarly the reduced Jacobian $\mathbf{J}_{r}\left(\mathbf{x}_{r}\right)$ can be approximated via DEIM as:

$$
\begin{equation*}
\mathbf{J}_{r}\left(\mathbf{x}_{r}\right)=\underbrace{\mathbf{W}^{T} \mathbf{U}_{\mathbf{d}}\left(\mathbf{P}^{T} \mathbf{U}_{\mathbf{d}}\right)^{-1}}_{\text {precomputed: } r \times m_{d}} \underbrace{\mathbf{J}\left(\mathbf{P}^{T} \mathbf{V} \mathbf{x}_{r}(t)\right)}_{m_{d} \times m_{d}} \underbrace{\mathbf{P}^{T} \mathbf{V}}_{m_{d} \times r} \tag{3.48}
\end{equation*}
$$

DEIM is a straightforward approach and can be applied immediately after any projection based model reduction technique. An error bound of the approximation is also available [80] which is given as:

$$
\begin{equation*}
\left\|\mathbf{f}-\mathbf{f}_{\text {DEIM }}\right\| \leq\left\|\left(\mathbf{P}^{T} \mathbf{U}_{\mathbf{d}}\right)^{-1}\right\|_{2} \mathcal{E}_{*}(\mathbf{f}) \tag{3.49}
\end{equation*}
$$

where $\mathcal{E}_{*}(\mathbf{f})=\| \|_{2}$ is the minimum 2-norm error of $\mathbf{f}$. There is good motivation of using DEIM especially with POD, as the time snapshots required for the DEIM are already obtaining while training POD. Thus, POD-DEIM is considered as a benchmark nonlinear MOR reduction technique for reducing both the state as well as the nonlinear function.

Besides the classical DEIM approach, there also exists different variants and extension of this method. For instance, the QDEIM 94 by Drmac and Gugercin is even more efficient that the classical DEIM approach. Similarly, the unassembled DEIM (UDEIM) [286] technique proposed by Paolo and Daniel extends the regular DEIM to FE applications. A symmetrized version of DEIM has been proposed for
nonlinear port-Hamiltonian systems [79]. The matrix version of DEIM (MDEIM) [308] proposed by Wirtz et al. for matrix-DEIM approximation of nonlinearity Jacobians.

Furthermore, the Gauss-Newton with Approximated Tensors (GNAT) method [70] by Carlberg et al. is another famous DEIM-related hyper-reduction technique which has also been recently extended to structural dynamics [71].

### 3.6 Issues in nonlinear MOR

Although nonlinear MOR methods have seen a prominent success, there are still some unresolved queries/issues, which are enlisted as follows:

1. A common issue among all nonlinear reduction methods is the lack of practical global error bounds for the reduced-order model.
2. Nonlinear moment-matching based MOR method presented in Refs. [24, 25, 26, 27] involves the a priori solution of the nonlinear, state-dependent, Sylvesterlike PDE (3.32) which is computationally expensive.
3. There is no apriori knowledge of acceptable training inputs and linearization points in the TPWL method.
4. An optimal choice for the number of multi-moments in the bilinearization methods is not known apriori.

### 3.7 Chapter summary

In summary, we have discussed the model order reduction problem in nonlinear dynamical systems. We have explained the use of linear and nonlinear Petro-Galerkin projection frameworks in nonlinear systems. Then, we presented an overview of some of the most widely used MOR approaches for nonlinear models. We have also described the moment-matching in nonlinear systems, which is an extension of the linear systems. Finally, we have addressed the issue of reducing the nonlinear function, and in this regard, discussed various hyper-reduction procedures.

## Chapter 4

## Efficient Frameworks for Nonlinear Model Order Reduction

In the previous chapter, we explained the nonlinear model order reduction via linear and nonlinear projection methods. However, we can also classify the reduction methods based on their fundamental methodology. The first group is the simulation-based methods. These methods rely on taking the expensive measurements of the full order model to form the reduced manifold. Examples include Proper Orthogonal Decomposition (POD), Trajectory Piecewise Linear Method (TPWL), empirical Gramians, balanced POD, and the Reduced Basis (RB) method.

On the other hand, there exist another group of methods that are based on simulation-free approaches. These methods extract the most dominant nonlinear dynamics by system-theoretic measures rather than from simulated data. These include modal derivatives, nonlinear balanced truncation, Krylov subspace methods for polynomial systems, and the nonlinear moment-matching method. The latter method represents a promising approach from a system-theoretic perspective, as it avoids the expensive measurements of the full system to obtain the reduced model. Thus, in the following, we will focus on this method for reducing general nonlinear systems.

In this chapter, we will use some numerical simplifications for the underlying Sylvester nonlinear PDE to arrive at a system of nonlinear algebraic equations in a step-by-step manner. Then, we will propose some efficient reduction frameworks for nonlinear systems. These are (i) Nonlinear Moment-Matching (NLMM) with Discrete Empirical Interpolation Method (DEIM), (ii) Nonlinear MomentMatching (NLMM) with Dynamic Mode Decomposition (DMD), and (iii) SecondOrder Nonlinear Moment-Matching with DEIM (SONLMM-DEIM) (discussed in Chapter (5). We will extensively discuss each reduction framework and provide numerical algorithms for their implementation. Finally, we will illustrate the application of these algorithms on different nonlinear systems and present a qualitative and quantitative comparison of reduced models obtained with POD-DEIM.

### 4.1 Approximated nonlinear moment matching

The nonlinear model reduction via moment-matching described in Section 3.4 requires the solution of the nonlinear, state-dependent Sylvester PDE (3.32) which is computationally demanding. It's solution either requires symbolic computations or numerical solutions. The latter involves solving a system of nonlinear ODEs after the reduced spatial discretization of the PDE. As we intend to reduce large-scale nonlinear systems, only numerical methods come into consideration, which ideally should avoid any costly simulation. As such, certain numerical simplifications are proposed by Maria et al. [296, 295] to reduce the computational costs involved in solving the Sylvester PDE. These simplifications are motivated by POD method, which uses a linear projection and time-snapshots to reduce the nonlinear system. The result is that the nonlinear PDE is converted into a system of nonlinear algebraic equations, and a numerically feasible algorithm is obtained for the dimension reduction. Note that these simplification are related to asymptotic expansion (Poincaré/naive expansion) [213, 298, 162] or the variational approach [252] for approximating the solution of nonlinear differential equations.

### 4.1.1 Simplifications

The numerical simplifications to solve the Sylvester PDE (3.32) are three-fold (i) using a linear projection, (ii) to consider the column-wise operation of the equation, and (iii) to collect time-snapshots for discrete samples in time. Now, depending on the type of signal generator involved, we distinguish between the following cases:

## Nonlinear Signal Generator

1. Linear projection: Instead of using a non-linear projection, $\mathbf{x}(t)=\wp(\boldsymbol{\zeta}(t))$ in 3.1, we use a linear projection $\mathbf{x}(t)=\mathbf{V} \boldsymbol{\zeta}(t)$. This is motivated by the fact that the linear projections are successfully utilized even in nonlinear model reduction. As a result of this, PDE (3.32) becomes:

$$
\begin{equation*}
\mathbf{f}(\mathbf{V}(\boldsymbol{\zeta}(t)), \varrho(\boldsymbol{\zeta}(t)))-\mathbf{E V} \varpi(\boldsymbol{\zeta}(t))=\mathbf{0} . \tag{4.1}
\end{equation*}
$$

where $\varpi(\boldsymbol{\zeta}(t))$ and $\boldsymbol{\varrho}(\boldsymbol{\zeta}(t))$ are user-defined, and $\mathbf{V} \in \mathbb{R}^{n \times r}$ is the desired solution.
2. Column-wise consideration: Using a linear projection $\mathbf{V}$ makes the system (4.1) under-determined since $n$ equations are to be solved for $n \times r$ unknowns in $\mathbf{V} \in \mathbb{R}^{n \times r}$. This problem is avoided by considering the equation (4.1) column-wise for each $\mathbf{v}_{i} \in \mathbb{R}^{n}, i=1, \ldots, r$, given as:

$$
\begin{equation*}
\mathbf{f}\left(\mathbf{v}_{i}\left(\boldsymbol{\zeta}_{i}(t), \boldsymbol{\varrho}_{i}\left(\boldsymbol{\zeta}_{i}(t)\right)\right)-\mathbf{E v}_{i} \varpi_{i}\left(\boldsymbol{\zeta}_{i}(t)\right)=\mathbf{0},\right. \tag{4.2}
\end{equation*}
$$

where $\boldsymbol{\zeta}_{i}(t) \in \mathbb{R}^{r}$ and $\mathbf{V}=\left[v_{1}, \ldots, v_{r}\right]$.

Kindly note that the column-wise consideration has the limitation that (4.1) is generally not fulfilled, since the couplings in $\mathbf{V} \boldsymbol{\zeta}(t), \mathbf{V} \varpi(\boldsymbol{\zeta}(t))$ and $\varrho(\boldsymbol{\zeta}(t))$ are not being considered. Hence, the column-wise consideration constitutes a further simplification/approximation step, which is naturally restricting the universality of the original nonlinear moment matching framework of [26].
3. Time discretization: Unlike the linear case, where the Sylvester equation (cf. 2.75) turns out to be a constant linear matrix equation, the nonlinear Sylvester equation (cf. 3.32) is a state-dependent equation, i.e., the statevector $\boldsymbol{\zeta}(t)$ cannot be factored out. Hence, a time-discretized version of 3.32 is solved instead with time snapshots $\left[t_{k}\right], k=1, . ., K$, similar as in POD. Consequently, using a time-discrete version of the nonlinear signal generator $\left(\varpi_{i}\left(\boldsymbol{\zeta}_{i}\left(t_{k}\right)\right), \boldsymbol{\varrho}_{i}\left(\boldsymbol{\zeta}_{i}\left(t_{k}\right)\right), \boldsymbol{\zeta}_{0, i}\right) 4.2$ becomes:

$$
\begin{equation*}
\mathbf{f}\left(\mathbf{v}_{i k}\left(\boldsymbol{\zeta}_{i}\left(t_{k}\right), \boldsymbol{\varrho}_{i}\left(\boldsymbol{\zeta}_{i}\left(t_{k}\right)\right)\right)-\mathbf{E v}_{i k} \varpi_{i}\left(\boldsymbol{\zeta}_{i}\left(t_{k}\right)\right)=\mathbf{0} .\right. \tag{4.3}
\end{equation*}
$$

Note that the discrete solution of $\boldsymbol{\zeta}_{i}\left(t_{k}\right)$ of the nonlinear signal generator ODE must be given or computed via simulation before solving (4.3).

## Linear Signal Generator

One can also try to interconnect the non-linear system (3.1) with a linear signal generator (2.76), where $\boldsymbol{\varpi}(\boldsymbol{\zeta}(t))=\boldsymbol{\Xi} \boldsymbol{\zeta}(t)$ and $\boldsymbol{\varrho}(\boldsymbol{\zeta}(t))=\boldsymbol{\Psi} \boldsymbol{\zeta}(t)$ with $\boldsymbol{\Xi}=$ $\mathbb{C}^{r \times r}, \boldsymbol{\Psi} \in \mathbb{C}^{m \times r}$.

1. Linear projection: Using a linear projection (4.1) becomes:

$$
\begin{equation*}
\mathbf{f}(\mathbf{V}(\boldsymbol{\zeta}(t), \boldsymbol{\Psi}(\boldsymbol{\zeta}(t))-\mathbf{E V} \boldsymbol{\Xi} \boldsymbol{\zeta}(t)=\mathbf{0} \tag{4.4}
\end{equation*}
$$

where the triple $\left(\boldsymbol{\Xi}(\boldsymbol{\zeta}(t)), \boldsymbol{\Psi}\left(\boldsymbol{\zeta}(t), \boldsymbol{\zeta}_{0}\right)\right.$ is user defined. Note that connecting a linear signal generator (2.76) with a nonlinear system corresponds to exciting the nonlinear system with exponential inputs given as: $\mathbf{u}(t)=\boldsymbol{\Psi} e^{\Xi t} \boldsymbol{\zeta}_{0}$.
2. Column-wise consideration: A column-wise consideration of 4.4 yields:

$$
\begin{equation*}
\mathbf{f}\left(\mathbf{v}_{i} \boldsymbol{\zeta}_{i}(t), \boldsymbol{\Psi}_{i}\left(\boldsymbol{\zeta}_{i}(t)\right)\right)-\mathbf{E v}_{i} \boldsymbol{\Xi}_{i} \boldsymbol{\zeta}_{i}(t)=\mathbf{0} . \tag{4.5}
\end{equation*}
$$

3. Time discretization: Using the time-discrete signal generator $\boldsymbol{\Xi}_{i} \boldsymbol{\zeta}_{i}\left(t_{k}\right), \boldsymbol{\Psi}_{i} \boldsymbol{\zeta}_{i}\left(t_{k}\right)$ in (4.5) we have:

$$
\begin{equation*}
\mathbf{f}\left(\mathbf{v}_{i k}\left(\boldsymbol{\zeta}_{i}\left(t_{k}\right), \boldsymbol{\Psi}_{i}\left(\boldsymbol{\zeta}_{i}\left(t_{k}\right)\right)\right)-\mathbf{E v}_{i k} \boldsymbol{\Xi}_{i} \boldsymbol{\zeta}_{i}\left(t_{k}\right)=\mathbf{0} .\right. \tag{4.6}
\end{equation*}
$$

Again note that the discrete solution of $\boldsymbol{\zeta}_{i}\left(t_{k}\right)$ of the linear signal generator ODE is analytically given by exponential functions with exponents $\boldsymbol{\Xi}_{i}$ to simulate the linear signal generator.

## Zero Signal Generator

Finally, one can also use a zero signal generator defined as:

$$
\begin{align*}
& \dot{\boldsymbol{\zeta}}(t)=\varpi(\boldsymbol{\zeta}(t))=\mathbf{0},  \tag{4.7a}\\
& \mathbf{u}(t)=\boldsymbol{\varrho}\left(\boldsymbol{\zeta}_{\mathbf{0}}\right) \tag{4.7b}
\end{align*}
$$

This is a special case where $\boldsymbol{\zeta}(t)=\boldsymbol{\zeta}_{\mathbf{0}}$ and $\mathbf{u}(t)=$ constant. Connecting such a signal generator to a nonlinear system corresponding to exciting the nonlinear system with constant input functions.

1. Linear projection: For this case, (4.1) becomes

$$
\begin{equation*}
\mathrm{f}\left(\mathbf{V} \boldsymbol{\zeta}_{0}, \varrho\left(\zeta_{0}\right)\right)=\mathbf{0} \tag{4.8}
\end{equation*}
$$

2. Column-wise consideration: This operation yields

$$
\begin{equation*}
\mathbf{f}\left(\mathbf{v}_{i} \boldsymbol{\zeta}_{\mathbf{o}_{i}}, \boldsymbol{\varrho}_{i}\left(\boldsymbol{\zeta}_{\mathbf{0}_{i}}\right)\right)=\mathbf{0} \tag{4.9}
\end{equation*}
$$

with $\dot{\boldsymbol{\zeta}}_{i}(t)=\mathbf{0}, \mathbf{u}_{i}(t)=\boldsymbol{\varrho}_{i}\left(\boldsymbol{\zeta}_{\mathbf{0}_{i}}\right)=$ constant, and $\boldsymbol{\zeta}_{i}(t)=\boldsymbol{\zeta}_{\mathbf{0}_{i}}=$ constant for $i=1, . ., r$.
3. Time discretization: Since (4.9) represents a state-independent equation, hence no time-discretization is needed for this case.

Now using these simplification for the nonlinear Sylvester PDE (3.32), the algorithm to obtain the orthonormal basis via nonlinear moment-matching is presented below [296]:

### 4.1.2 Algorithm for Nonlinear Moment Matching

```
Algorithm 4 Nonlinear Moment Matching (NLMM): For offline basis generation
INPUT: \(\mathbf{f}(\mathbf{x}, \mathbf{u}), \mathbf{J}(\mathbf{x}, \mathbf{u}), \varpi_{i}\left(\boldsymbol{\zeta}_{i}\left(t_{k}\right)\right), \boldsymbol{\varrho}_{i}\left(\boldsymbol{\zeta}_{i}\left(t_{k}\right)\right), \boldsymbol{\zeta}_{i}\left(t_{k}\right)\), initial guess \(\mathbf{v}_{0, i k}\), reduced
rank order \(r\)
OUTPUT: Orthogonal basis: \(\mathbf{V}_{\text {NLMM }}\)
    for \(i=1: r\) do
        for \(k=1: K\) do
            fun \(=@(\mathbf{v}) \mathbf{f}\left(\mathbf{v} * \boldsymbol{\zeta}_{i, k}, \boldsymbol{\varrho}_{i}\left(\boldsymbol{\zeta}_{i, k}\right)\right)-\mathbf{E v} * \varpi_{i}\left(\boldsymbol{\zeta}_{i, k}\right) \quad \triangleright\) residual
            Jfun \(=@(\mathbf{v}) \mathbf{J}\left(\mathbf{v} * \boldsymbol{\zeta}_{i, k}, \varrho_{i}\left(\boldsymbol{\zeta}_{i, k}\right)\right) \boldsymbol{\zeta}_{i, k}-\mathbf{E} \varpi_{i}\left(\boldsymbol{\zeta}_{i, k}\right) \quad \triangleright\) Jacobian of residual
            \(\mathbf{v}_{i k}=\operatorname{NewtonRaphson}\left(f u n, \mathbf{v}_{0, i k}, J f u n\right)\)
            \(\mathbf{V}_{\text {NLMM }}(:,(i-1) * K+k) \leftarrow \mathbf{v}_{i k}\)
            \(\mathbf{V}_{\text {NLMM }}=\operatorname{GramSchmidt}\left(\mathbf{v}_{i k}, \mathbf{V}_{\text {NLMM }}\right) \quad \triangleright\) optional
        end for
    end for
    \(\left[\mathbf{U}, \boldsymbol{\Sigma},{ }^{\sim}\right]=\mathbf{S V D}\left(\mathbf{V}_{\mathrm{NLMM}}\right) ; \quad \mathbf{V}_{\mathrm{NLMM}}=\mathbf{U}(:, 1: r)\)
```

The above algorithm is used to generate the basis $\mathbf{V}_{\text {NLMM }}$ for the reduced subspace. Note that we have presented the most general form of the algorithm, whereby a nonlinear signal generator has been employed. One can use a suitable linear or zero signal generator as well. Consequently, lines 3 and 4 of Algorithm 4 will change. The algorithm employs two nested for loops to simulate each signal generator $i=1, . ., r$ at each collocation time shift $k=1, . ., K$. Jfun denotes the analytical Jacobian of the nonlinear function fun, which is provided to speed up the process.

NLMM is "simulation-free" in the sense that it does not require the numerical integration of the large-scale nonlinear system (3.1). However, it involves the solution of (at most) r.K nonlinear systems of equations (NLSE) of full order dimension $n$. These are solved using an implicit Newton Raphson scheme (cf. line 5, Algorithm 4) to generate the columns of $\mathbf{V}_{\text {NLMM }}$. Finally, the redundant columns of $\mathbf{V}_{\text {NLMM }}$ are truncated via the SVD scheme. This is in contrast with the POD method whereby to simulate the FOM, an NLSE has to be solved implicitly at each time step which results in increased computational costs.

### 4.2 NLMM-DEIM

Now, we are ready to introduce the first practical reduction framework for nonlinear systems, i.e., the nonlinear moment-matching with discrete empirical interpolation method (NLMM-DEIM). While NLMM avoids the expensive simulation of the underlying nonlinear Sylvester PDE (3.32), as illustrated in the previous section, the DEIM (Algorithm 3) further reduces the online cost of evaluation of nonlinear terms. This substantially reduces the overall computational costs to obtain the orthonormal projection basis. The numerical algorithm for this framework is as follows:

```
Algorithm 5 NLMM-DEIM
Input: FOM \(\dot{\boldsymbol{x}}(t)\), Signal Generator \(\boldsymbol{\zeta}(t), r\) : approximating rank for NLMM,
and \(m_{d}\) number of DEIM modes.
1: Compute \(\mathbf{V}_{\text {NLMM }}\) following Algorithm \(4 \quad \triangleright\) orthogonal basis
2: Obtain function snapshots \(\mathbf{F}=\left[\mathbf{f}\left(\mathbf{x}\left(t_{1}\right)\right) \mathbf{f}\left(\mathbf{x}\left(t_{2}\right)\right) \ldots \mathbf{f}\left(\mathbf{x}\left(t_{n_{s}}\right)\right)\right]\)
3: Calculate \(\left[\mathbf{u}_{l}, \boldsymbol{\Sigma}_{\mathbf{d}}, \sim{ }^{\sim}\right]=\mathbf{S V D}(\mathbf{F}) \quad \triangleright\) nonlinear snapshots
4: Obtain \(\mathbf{U}_{\mathbf{d}}, \mathbf{P}\) and \(\vec{p}\) from Algorithm \(3 \quad \triangleright\) call DEIM
5: Construct the reduced model (3.10) with the reduced nonlinear function ob-
    tained from (3.47)
6: Integrate (3.10)
7: Project back full solution
```


### 4.2.1 Case studies

We will now demonstrate the performance of the proposed NLMM-DEIM framework. For that, we consider the two nonlinear benchmark models: the nonlinear viscous Burgers' equation and the FitzHugh-Nagumo model. Before we proceed with the numerical validation, we enlist some details concerning all the numerical models presented in this thesis:

1. All the numerical simulations are performed in-silico on MATLAB ${ }^{\circledR}$ R2019a version 9.6.0 running on Intel Core ${ }^{\text {TM }}$ i7-4790 CPU @3.60GHz with 12 GB RAM.
2. All ROMs (except the interpolated ones) are obtained via the one-sided Galerkin projection with $\mathbf{W}=\mathbf{V}$ and the local basis are made orthogonal, i.e. $\mathbf{V}^{\mathrm{T}} \mathbf{V}=\mathbf{I}$.
3. All the FOMs and ROMs are integrated using the implicit Euler's scheme within the Newton Raphson method having a relative tolerance of $10^{-3}$.

## Nonlinear viscous Burgers' equation

Burgers' equation is studied under various areas of applied mathematics such as gas dynamics, fluid mechanics, traffic flow, non-linear acoustics, theory of shock waves, and in continuous stochastic processes. Due to the presence of viscosity and convection terms, it's structure roughly matches with Navier-Stokes equation.

The one-dimensional, parabolic, quasi-linear, viscous Burgers' equation is given as:

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial t}(\mathbf{x}, t)+\mathbf{u}(\mathbf{x}, t) \frac{\partial \mathbf{u}}{\partial \mathbf{x}}(\mathbf{x}, t)=\frac{1}{R e}\left(\frac{\partial^{2} \mathbf{u}}{\partial \mathbf{x}^{2}}(\mathbf{x}, t)\right) \quad \mathbf{x} \in(0, L), t \in[0, T] \tag{4.10}
\end{equation*}
$$

subject to the following initial and boundary conditions:

$$
\begin{align*}
& \mathbf{u}(\mathbf{x}, 0)=0.1  \tag{4.11a}\\
& \mathbf{u}(0, t)=\mathbf{r}(t) ; \frac{d \mathbf{u}}{d \mathbf{x}}(L, t)=0 \tag{4.11b}
\end{align*}
$$

where Re represents the Reynold's number and influences the effect of diffusion. For our evaluations, we selected $\mathrm{Re}=100$ and the length of spatial domain $L=1$. After a semi-discretization using finite-difference scheme with $n$ grid points, we obtained the following quadratic-bilinear structure of the state-space model:

$$
\begin{equation*}
\dot{\mathbf{x}}(t)=\mathbf{A} \mathbf{x}(t)+\mathbf{H}(\mathbf{x}(t) \otimes \mathbf{x}(t))+(\mathbf{N} \mathbf{x}(t)+\mathbf{B}) \mathbf{r}(t), \tag{4.12}
\end{equation*}
$$

where $\mathbf{x}(t) \in \mathbb{R}^{n}$ and $(\mathbf{x} \otimes \mathbf{x})$ is the Kronecker product. The matrices $\mathbf{A}, \mathbf{H}$, and $\mathbf{N}$ can be seen in Appendix (A.1). A single control input was applied at a time on the left boundary, and the FOM was solved using the implicit Euler's method.

To proceed with the ROM via NLMM-DEIM, Algorithm 5 was employed. Another ROM was obtained via POD for the sake of comparison. Note that NLMM was trained offline for the inputs generated by the chosen signal generator. However, in the online evaluation of the ROM, two different test inputs were used $\mathbf{r}_{1}(t)$, and $\mathbf{r}_{2}(t)$. In the case of POD, the training and the test inputs were kept the same. This deliberate choice of inputs was made to test the true potential of NLMM-DEIM. The various parameters used for this test case are presented in Table 4.1.

The output response and the error plot of the full and the ROMs obtained via NLMM-DEIM are presented in Fig. 4.1 for the two test signals. As can be seen, the ROMs faithfully capture the dynamics of the original system for both the test cases. Quantitatively, the comparison of computational times for the offline and online phase are presented in Table 4.2 along with the approximating errors in Table 4.2. The comparison shows that NLMM requires considerably less time than POD to compute the projection basis for both the test cases and for different choices of reduced dimensions. As far as the online evaluations of the ROMs are considered, the DEIM has further reduced the simulation times by efficiently evaluating the underlying nonlinear terms for both cases.

Table 4.1: Burgers' equation: Parameters of the selected scenarios

| Method | Parameters |
| :--- | :--- |
| Full model | $n=500, L=1, t \in[0,30 s], R e=100, h=0.01 s$ |
| NLMM | $r=(10,20), \dot{\boldsymbol{\zeta}}(t)=\tanh (t)+5 e^{-4}, i=1, K=51$ |
| DEIM | $m_{d}=(10,20), n_{s}=250$ |
| POD | $r=(10,20)$ |
| Test Inputs | $\mathbf{r}_{1}(t)=0.5(\cos (2 \pi / 10) t), \mathbf{r}_{2}(t)=\operatorname{sign}(t)$ |

Table 4.2: Burgers' equation: Computational times for both test cases

| method | size | offline time (s) <br> $($ test 1) | online time (s) <br> (test 1) | offline time (s) <br> (test 2) | online time (s) <br> (test 2) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| FOM | 500 | - | 559.69 | - | 208.57 |
| POD | 10 | $543.89(300$ NLSE) | 7.931 | 209.81 | 5.323 |
| POD | 20 | $543.92(300$ NLSE) | 13.65 | 209.81 | 8.549 |
| NLMM- <br> DEIM | 10 | $8.346(51 \mathrm{NLSE})$ | 2.452 | 3.345 | 1.312 |
| NLMM- <br> DEIM | 20 | $11.331(51 \mathrm{NLSE})$ | 4.633 | 5.358 | 1.531 |



Figure 4.1: Burgers' equation: Top row: input $\mathbf{r}(t)=0.5(\cos (2 \pi / 10) t)$, bottom row: input $\mathbf{r}(t)=\operatorname{sign}(t)$, (left) full order model, (middle) NLMM-DEIM ROM, (right) point-wise relative error of ROM

Table 4.3: Burgers' equation: Approximation errors for both test cases

| input | norm | POD |  | NLMM-DEIM |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $r=10$ | $r=20$ | $r=10$ | $r=20$ |
| $\mathbf{r}_{1}(t)$ | $\mathcal{L}_{1}$ | $1.04 e^{-9}$ | $1.87 e^{-11}$ | $9.20 e^{-5}$ | $8.60 e^{-7}$ |
|  | $\mathcal{L}_{2}$ | $8.13 e^{-11}$ | $1.37 e^{-12}$ | $7.24 e^{-6}$ | $6.91 e^{-8}$ |
|  | $\mathcal{L}_{\infty}$ | $2.47 e^{-11}$ | $1.73 e^{-13}$ | $9.9 e^{-7}$ | $8.74 e^{-9}$ |
| $\mathbf{r}_{2}(t)$ | $\mathcal{L}_{1}$ | $7.64 e^{-9}$ | $8.8 e^{-4}$ | $1.58 e^{-9}$ | $5.75 e^{-6}$ |
|  | $\mathcal{L}_{2}$ | $5.75 e^{-10}$ | $5.68 e^{-5}$ | $1.21 e^{-10}$ | $3.70 e^{-7}$ |
|  | $\mathcal{L}_{\infty}$ | $4.34 e^{-11}$ | $3.69 e^{-6}$ | $9.31 e^{-12}$ | $2.41 e^{-8}$ |

## Fitz-Hugh Nagumo model

The FitzHugh-Nagumo (FHN) model is a simplified version of the Hodgkin-Huxley model. The FHN model is used to describe the activation and deactivation dynamics of a spiking neuron. This model has been extensively used in literature for POD [80] and quadratic-bilinear MOR [62, 131]. The underlying dynamics are governed by a coupled PDE-ODE system given as:

$$
\begin{align*}
\epsilon \frac{\partial \mathbf{v}}{\partial t}(\mathbf{x}, t) & =\epsilon^{2} \frac{\partial^{2} \mathbf{v}}{\partial \mathbf{x}^{2}}(\mathbf{x}, t)+\mathbf{f}(\mathbf{v}(\mathbf{x}, t))-\boldsymbol{\omega}(\mathbf{x}, t)+g  \tag{4.13a}\\
\frac{\partial \boldsymbol{\omega}}{d t}(\mathbf{x}, t) & =R \mathbf{v}(\mathbf{x}, t)-\gamma \boldsymbol{\omega}(\mathbf{x}, t)+g \tag{4.13b}
\end{align*}
$$

where the nonlinear function $\mathbf{f}(\mathbf{v})=\mathbf{v}(\mathbf{v}-0.1)(1-\mathbf{v})$ with the initial and boundary condition defined as:

$$
\begin{align*}
\mathbf{v}(\mathbf{x}, 0) & =0, & \boldsymbol{\omega}(\mathbf{x}, 0) & =0,  \tag{4.14a}\\
\frac{\partial \mathbf{v}}{d t}(0, t) & =-i_{0}(t), & \frac{d \mathbf{v}}{d \mathbf{x}}(L, t) & =0, \tag{4.14b}
\end{align*} r t \in[0, T] .
$$

A spatial discretization of the underlying coupled nonlinear PDE into $l$ elements yields an input-affine state-space model of $n=2 l$ degrees of freedom. The model equation is given by:

$$
\begin{align*}
\mathbf{E} \dot{\mathbf{x}}(t) & =\mathbf{A x}(t)+\mathbf{f}(\mathbf{x}(t))+\mathbf{B u}(t)  \tag{4.15}\\
\mathbf{y}(t) & =\mathbf{C x}(t)
\end{align*}
$$

where the state variables $\mathbf{x}=\left[\mathbf{v}^{T} \boldsymbol{w}^{T}\right]$ represent the voltage and recovery voltage at each spatial element. The control input $\mathbf{u}(t)=\left[i_{0}(t), 1\right]^{T}$ is applied on the left boundary $(\mathrm{x}=0)$, and the desired output was measured on the right boundary $(\mathrm{x}=L)$. Depending upon the amplitude of the input source $i_{0}(t)$, different neuronal behaviors can occur. For example when the stimulus $i_{0}(t)$ exceeds a certain threshold, a resting behavior (limit-cycle oscillations) can be observed. Similarly, a saturated behavior is recorded for higher currents. Depending upon the nature of the system, the various parameters of the FOM, POD and NLMM selected are enlisted in Table 4.4.

For the application of NLMM, a single signal generator was selected by preanalyzing the value range that the signal $\boldsymbol{\zeta}(t)$ covers in the time span $t_{k} \in[0,5 s]$. For DEIM, 500 snapshots of the nonlinear terms were captured, and the reduced basis for the nonlinear function $\mathbf{f}()$ was constructed. The numerical results are presented in Figs. 4.2 and 4.3 whereas the approximation errors and simulation times are enlisted in Tables 4.5 and 4.6 respectively.

As expected, NLMM required lesser computational times to obtain the reduction basis than POD. This is because of the lower number of NLSEs that need to be solved in NLMM. On the other hand, POD produced more accurate solutions than NLMM due to extensive information captured via snapshots during the training phase. However, POD needed several different training simulations to capture other neuron behaviors like resting, spiking, and blocking, which NLMM selectively captured without the expensive offline simulations. Regarding the online phase, the speed-up gained through dimension reduction was further enhanced via DEIM.

Table 4.4: FHN model: Parameters of the selected scenarios

| Method | Parameters |
| :--- | :--- |
| Full model | $n=2000, L=1, t \in[0,15 s], \epsilon=0.015, R=0.5, \gamma=2, g=0.05$ |
| NLMM | $r=(22,33), \dot{\boldsymbol{\zeta}}(t)=\boldsymbol{\zeta}(t)+0.3, i=1, K=41$ |
| DEIM | $m_{d}=(25), n_{s}=500$ |
| POD | $r=(22,33)$ |
| Test Inputs | $i_{0}(t)=5.10^{4} t^{3} e^{-15 t}$ |



Figure 4.2: FHN model: Comparison of the output responses (left) output responses (right) point-wise relative error


Figure 4.3: FHN model: spiking: (left) phase portrait, (right) limit cycle behavior

Table 4.5: FHN model: approximation errors

| output | norm | POD |  | NLMM-DEIM |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $r=22$ | $r=33$ | $r=22$ | $r=33$ |
| $\mathbf{y}_{1}(t)$ | $\mathcal{L}_{1}$ | $5.8 e^{-4}$ | $6.28 e^{-9}$ | $3.20 e^{-6}$ | $2.13 e^{-7}$ |
|  | $\mathcal{L}_{2}$ | $4.26 e^{-5}$ | $4.66 e^{-10}$ | $2.24 e^{-5}$ | $1.30 e^{-8}$ |
|  | $\mathcal{L}_{\infty}$ | $1.45 e^{-5}$ | $2.15 e^{-10}$ | $3.3 e^{-7}$ | $2.28 e^{-9}$ |
| $\mathbf{y}_{2}(t)$ | $\mathcal{L}_{1}$ | $1.16 e^{-3}$ | $1.78 e^{-5}$ | $7.3 e^{-3}$ | $3.36 e^{-5}$ |
|  | $\mathcal{L}_{2}$ | $4.32 e^{-4}$ | $7.39 e^{-7}$ | $2.3 e^{-3}$ | $1.35 e^{-5}$ |
|  | $\mathcal{L}_{\infty}$ | $6.46 e^{-5}$ | $1.06 e^{-7}$ | $1.4 e^{-3}$ | $1.41 e^{-7}$ |

Table 4.6: FHN model: computational times

| method | size | offline time $(\mathrm{s})$ | online time $(\mathrm{s})$ |
| :---: | :---: | :---: | :---: |
| FOM | 2000 | - | 551.21 |
| POD | 22 | $543.45(500 \mathrm{NLSE})$ | 51.45 |
| POD | 33 | $543.45(500 \mathrm{NLSE})$ | 57.19 |
| NLMM-DEIM | 22 | $21.20(41 \mathrm{NLSE})$ | 5.65 |
| NLMM-DEIM | 33 | $24.01(41 \mathrm{NLSE})$ | 7.30 |

### 4.3 NLMM-DMD

The NLMM-DEIM framework described in previous section works satisfactorily for a variety of nonlinear systems [237, [242, 238, 239]. However, the scheme can be considered as a semi non-intrusive MOR approach. This means that it requires the solution of the nonlinear function $\mathbf{f}(\mathbf{x}, \mathbf{u})$ and the Jacobian function $\mathbf{A}(\mathbf{x}, \mathbf{u})$ within the Newton Raphson scheme to obtain the orthonormal basis vectors without the need for an analytical expression of the governing equations (3.1). These can rather can be evaluated within any commercial FE software package and hence obtain $\mathbf{V}_{\text {NLMM }}$. However, for the evaluation of the ROM via projection, the governing equations are needed, making the scheme semi non-intrusive. Presently, the research community has increased interest in developing non-intrusive-based reduction methods that aim to learn the reduced models from data. This enables the application of MOR techniques where the operators of high-dimensional systems are unavailable. In what follows, we describe how dynamic mode decomposition can be used as a complete non-intrusive method to reduce the underlying nonlinear functions.

### 4.3.1 Dynamic Mode Decomposition

Dynamic mode decomposition (DMD) stems from the works of Bernard Koopman [170] in 1931, which was later revived in the studies presented by Mezic et al. [207, 208, 209]. This method was originally used to decompose complex flows into simple spatial-temporal coherent structures. Schmid [269, 270] first defined the DMD algorithm, and demonstrated its applications to high-dimensional fluid data. This method is used to find the best-fit linear operator (aka Koopman operator) that progresses high-dimension measurements forward in time 288. More specifically, DMD estimates the modes of Koopman operator which is an infinite-dimensional linear operator that represents the flow of a nonlinear dynamical system on the Hilbert space of measurement functions of states. DMD can be defined as:

Definition 4.1 (Dynamic Mode Decomposition) 176]
Given a dynamical system

$$
\begin{equation*}
\dot{\mathbf{x}}(t)=\mathbf{f}(\mathbf{x}(t)), \tag{4.16}
\end{equation*}
$$

with two sets of data:

$$
\begin{aligned}
& \mathbf{X}_{\mathbf{1}}=\left[\begin{array}{cccc}
\mid & \mid & & \mid \\
\mathbf{x}\left(t_{0}\right) & \mathbf{x}\left(t_{1}\right) & \cdots & \mathbf{x}\left(t_{k-1}\right) \\
\mid & \mid & & \mid
\end{array}\right], \\
& \text { and } \mathbf{X}_{\mathbf{2}}=\left[\begin{array}{cccc}
\mid & \mid & & \mid \\
\mathbf{x}\left(t_{1}\right) & \mathbf{x}\left(t_{2}\right) & \cdots & \mathbf{x}\left(t_{k}\right) \\
\mid & \mid & & \mid
\end{array}\right],
\end{aligned}
$$

where $\mathbf{f}$ is a nonlinear flow map, and $\mathbf{x}\left(t_{1}\right), \mathbf{x}\left(t_{2}\right) \ldots, \mathbf{x}\left(t_{k}\right)$ represent the snapshots measurements at $t=\{1,2, \ldots, k\}$. DMD computes the leading eigendecomposition of the best-fit linear operator $\mathbf{A}$ relating the data $\mathbf{X}_{\mathbf{2}} \approx \mathbf{A} \mathbf{X}_{\mathbf{1}}$, with:

$$
\begin{equation*}
\mathbf{A}=\mathbf{X}_{\mathbf{2}} \mathbf{X}_{\mathbf{1}}{ }^{\dagger} \tag{4.17}
\end{equation*}
$$

and where $\dagger$ denotes the Moore-Penrose pseudoinverse.
This best-fit linear operator characterizes a linear dynamical system that advances snapshot measurements forward in time i.e;

$$
\begin{equation*}
\mathbf{x}(k+1) \approx \mathbf{A} \mathbf{x}_{k}, \tag{4.18}
\end{equation*}
$$

Also, A can mathematically be defined as:

$$
\begin{equation*}
\mathbf{A}=\underset{\mathbf{A}}{\operatorname{argmin}}\left\|\mathbf{X}_{\mathbf{2}}-\mathbf{A} \mathbf{X}_{\mathbf{1}}\right\|_{F}=\mathbf{X}_{\mathbf{2}} \mathbf{X}_{\mathbf{1}}^{\dagger} \tag{4.19}
\end{equation*}
$$

Usually, the operator $\mathbf{A}$ is ill-conditioned for large-scale systems and in practice, DMD computes the eigendecomposition of $\mathbf{A}$ by a reduced rank representation $\tilde{\mathbf{A}}$. As a result, the following proxy for $(\overline{4.16})$ is established:

$$
\begin{equation*}
\dot{\tilde{\mathbf{x}}}(t)=\tilde{\mathbf{A}} \tilde{\mathbf{x}}(t) \tag{4.20}
\end{equation*}
$$

whose solution is given as

$$
\begin{equation*}
\tilde{\mathbf{x}}(t)=\sum_{i=1}^{m} \mathbf{b}_{i} \boldsymbol{\Psi}_{i} e^{\left(\boldsymbol{\omega}_{i} t\right)}, \tag{4.21}
\end{equation*}
$$

where $m_{D}$ is the reduced DMD rank, $\boldsymbol{\Psi}_{i}, \boldsymbol{\omega}_{i}$ are the eigenfunctions of $\tilde{\mathbf{A}}$ and $\mathbf{b}_{i}$ are the initial conditions. The procedure is described as follows [288]:

1. Obtain the SVD of $\mathbf{X}_{\mathbf{1}}$

$$
\mathbf{X}_{1} \approx \hat{\mathbf{U}} \hat{\Sigma} \hat{\mathbf{V}}^{*}
$$

with $\hat{\mathbf{U}} \in \mathbb{C}^{n \times m_{D}}, \hat{\boldsymbol{\Sigma}} \in \mathbb{C}^{m_{D} \times m_{D}}, \hat{\mathbf{V}} \in \mathbb{C}^{k \times m_{D}}\left(m_{D} \leq k\right)$ and $*$ represents the conjugate transpose operation.
2. Now compute the full matrix $\mathbf{A}$ according to (4.17)

$$
\mathbf{A}=\mathbf{X}_{\mathbf{2}} \hat{\mathbf{V}} \hat{\boldsymbol{\Sigma}}^{-1} \hat{\mathbf{U}}^{*}
$$

and consequently, $\tilde{\mathbf{A}}$ can be obtained by projecting $\mathbf{A}$ onto the left singular vectors $\hat{\mathbf{U}}$

$$
\tilde{\mathbf{A}}=\hat{\mathbf{U}}^{*} \mathbf{A} \hat{\mathbf{U}}=\hat{\mathbf{U}}^{*} \mathbf{X}_{\mathbf{2}} \hat{\mathbf{V}} \hat{\boldsymbol{\Sigma}}^{-1}
$$

3. Next, evaluate the spectral decomposition of $\tilde{\mathbf{A}}$ as

$$
\tilde{\mathbf{A} \Upsilon}=\Upsilon \Lambda,
$$

where the DMD eigenvalues are the diagonal entries of $\boldsymbol{\Lambda}$ which also correspond to eigenvalues of $\mathbf{A}$, and the eigenvectors of $\tilde{\mathbf{A}}$ are the columns of $\Upsilon$.
4. Finally, the high-dimensional DMD modes $\mathbf{V}_{\text {DMD }}$ are obtained using the eigenvectors $\mathbf{\Upsilon}$ and time-displaced snapshot matrix $\mathbf{X}_{\mathbf{2}}$, given as:

$$
\mathbf{V}_{\mathrm{DMD}}=\mathbf{X}_{2} \hat{\mathbf{V}} \hat{\boldsymbol{\Sigma}}^{-1} \boldsymbol{\Upsilon} .
$$

The pseudo-code summarizing the DMD procedure is given in Algorithm (6).

```
Algorithm 6 DMD Mode Extraction
Input: Snapshots \(\left\{\mathbf{x}\left(t_{0}\right), \mathbf{x}\left(t_{1}\right), . ., \mathbf{x}\left(t_{k}\right)\right\}\)
Output: Projection Matrix \(\mathbf{V}_{\text {DMD }}\)
    Set \(\mathbf{X}_{1}=\left[\mathbf{x}\left(t_{0}\right), \ldots, \mathbf{x}\left(t_{k-1}\right)\right], \mathbf{X}_{2}=\left[\mathbf{x}\left(t_{1}\right), \ldots, \mathbf{x}\left(t_{k}\right)\right]\)
    \(\hat{\mathbf{U}}, \hat{\boldsymbol{\Sigma}}, \hat{\mathbf{V}}^{*}=\mathbf{S V D}\left(\mathbf{X}_{1}\right)\)
3: Define \(\tilde{\mathbf{A}}=\hat{\mathbf{U}}^{*} \mathbf{X}_{2} \hat{\mathbf{V}} \hat{\boldsymbol{\Sigma}}^{-1}\)
    Solve the eigenvalue problem: \([\mathbf{\Upsilon}, \boldsymbol{\Lambda}]=\operatorname{eig}(\tilde{\mathbf{A}})\)
    \(\mathbf{V}_{\text {DMD }}=\mathbf{X}_{2} \hat{\mathbf{V}} \hat{\boldsymbol{\Sigma}}^{-1} \boldsymbol{\Upsilon}\)
```

DMD can also be used as a Galerkin projection framework (see [5]). However, this may additionally require the orthogonalization of the DMD modes using a Gram-Schmidt procedure.

### 4.3.2 Application of DMD in dimensionality reduction

In the following, we will demonstrate how DMD can can be used to obtain low-rank approximations of the nonlinear function as a substitute over DEIM. Consider the nonlinear snapshots $\left\{\mathbf{f}\left(\mathbf{x}\left(t_{0}\right)\right), \mathbf{f}\left(\mathbf{x}\left(t_{1}\right)\right), . ., \mathbf{f}\left(\mathbf{x}\left(t_{k}\right)\right)\right\}$ taken from (3.1). Then, the DMD approximation of the nonlinear function $\mathbf{f}(\mathbf{x}(t))$ via Algorithm (6) reads:

$$
\begin{equation*}
\mathbf{f}_{\mathrm{DMD}}(\mathbf{x}(t))=\sum_{i=1}^{m} \mathbf{b}_{i} \boldsymbol{\Psi}_{i} e^{\left(\boldsymbol{\omega}_{i} t\right)} \approx \mathbf{V}_{\mathrm{DMD}} \operatorname{diag}\left(e^{\boldsymbol{\omega}_{\mathrm{DMD}} t}\right) \mathbf{b} \tag{4.22}
\end{equation*}
$$

where $\mathbf{b}=\left(\mathbf{V}_{\text {DMD }}\right)^{\dagger} \mathbf{f}\left(\mathbf{x}\left(t_{0}\right)\right) \in \mathbb{R}^{m_{D}}$ Now using this approximation in (3.10) we obtain the NLMM-DMD reduced model given as:

$$
\begin{align*}
& \dot{\mathbf{x}}_{r}(t)=\mathbf{V}_{\mathrm{NLMM}}{ }^{T} \mathbf{V}_{\mathrm{DMD}} \operatorname{diag}\left(e^{\boldsymbol{\omega}_{\mathrm{DMD}} t}\right) \mathbf{b}+\mathbf{V}_{\mathrm{NLMM}}{ }^{T} \mathbf{B u}(t),  \tag{4.23}\\
& \mathbf{y}_{r}(t)=\mathbf{g}\left(\mathbf{V}_{\mathrm{NLMM}} \mathbf{x}_{r}(t)\right),
\end{align*}
$$

where $\left(\mathbf{V}_{\text {NLMM }}\right)^{T} \mathbf{V}_{\text {DMD }} \in \mathbb{R}^{r \times m_{D}}$ and $\operatorname{diag}\left(e^{\omega_{\text {DMD }} t}\right) \in \mathbb{R}^{m_{D}}$.
As we can see that the size of this new ROM (4.23) is independent of the full model as in the case of DEIM. Note that the nonlinear snapshots required for initializing DMD are needed only once. After the DMD approximation (4.22) is obtained, no further evaluation of the nonlinear term is required in the online stage yielding a significant speedup in the evaluation of the reduced model. This is also verified by the flop count requirements of the NLMM-DMD procedure as compared to POD-DEIM as presented in Table (4.7).

Table 4.7: Comparison of the computational complexity between POD-DEIM and NLMM-DMD

| Procedure | Complexity |
| :--- | :--- |
| FULL | $\mathcal{O}\left(2 n^{2}+n\right)$ |
| POD-DEIM | $\mathcal{O}\left(2 r^{2}+4 m_{d} r+r\right)$ |
| NLMM-DMD | $\mathcal{O}\left(2 r^{2}+r\right)$ |

Furthermore note that the efficiency of DEIM is related to nonlinear term f and the DEIM approximation (cf 3.46) may not always hold, especially when the nonlinear components are not linearly independent. As we will show next, NLMM coupled with DMD gives an added computational savings than PODDEIM while being a complete non-intrusive MOR approach. The overall scheme can be summed up in Algorithm (7).

```
Algorithm 7 NLMM-DMD
Input: FOM \(\dot{\mathbf{x}}(t)\), Signal Generator \(\dot{\boldsymbol{\zeta}}(t)\), \(r\) number of NLMM modes and \(m_{D}\)
number of DMD modes.
    Compute \(\mathbf{V}_{\text {NLMM }}\) following Algorithm (4) \(\triangleright\) orthogonal basis (NLMM)
    Obtain function snapshots \(\left\{\mathbf{f}\left(\mathbf{x}\left(t_{0}\right)\right), \ldots, \mathbf{f}\left(\mathbf{x}\left(t_{k}\right)\right)\right\}\)
    Set \(\mathbf{X}_{1}=\left[\mathbf{f}\left(\mathbf{x}\left(t_{0}\right)\right), \mathbf{f}\left(\mathbf{x}\left(t_{1}\right)\right), . ., \mathbf{f}\left(\mathbf{x}\left(t_{k-1}\right)\right)\right]\)
    Set \(\mathbf{X}_{2}=\left[\mathbf{f}\left(\mathbf{x}\left(t_{1}\right)\right), \ldots, \mathbf{f}\left(\mathbf{x}\left(t_{k}\right)\right)\right]\)
    Compute DMD modes from Algorithm (6) \(\quad \triangleright\) call DMD
    6: Integrate (4.23)
    7: Project back full solution
```


### 4.3.3 Case studies

To present the numerical validation of NLMM-DMD framework, we use two benchmark problems: Chafee-Infante equation and the nonlinear circuit example.

## Chaffee-Infante model

First, we consider the one-dimensional Chafee-Infante also known as Allen-Cahn equation. This model has a cubic nonlinearity and models the reaction-diffusion in a variety of applications like chemical processes [87], fluid dynamics [74], and biological sciences [255]. The governing PDE is given as:

$$
\begin{equation*}
\frac{\partial \vartheta}{\partial t}(\mathbf{x}, t)=\frac{\partial^{2} \vartheta}{\partial \mathbf{x}^{2}}(\mathbf{x}, t)-\lambda\left(\vartheta^{3}(\mathbf{x}, t)-\vartheta(\mathbf{x}, t)\right), \tag{4.24}
\end{equation*}
$$

with initial condition and boundary conditions as:

$$
\begin{array}{rlrl}
\vartheta(\mathbf{x}, 0) & =1-\sin (\pi \mathbf{x} / L), & \mathbf{x} \in(0, L), \\
\vartheta(0, t) & =\mathbf{u}(t), & \frac{\partial \vartheta}{\partial \mathbf{x}}(L, t)=0, & t \in(0, T),
\end{array}
$$

where $\lambda$ being the diffusion coefficient, adjusts the relative balance between the diffusion term and the nonlinear term. For our evaluations, we used $\lambda=1$ and length of the spatial domain $L=1$. A finite difference method with $l$ grid points yielded a system of form $\mathbf{f}(\mathbf{x}, \mathbf{u})=\mathbf{A x}+\mathbf{f}(\mathbf{x}+\mathbf{b u}),(\mathbf{E}=\mathbf{I})$ of dimension $n=l$. A single control input $\mathbf{u}(t)$ was applied on the left boundary $\mathbf{x}=0$, and the output of interest was measured on the right boundary $\mathrm{x}=L$. The various parameters of FOM, NLMM, DMD, POD, and DEIM used for this model are enlisted in Table 4.8.

Table 4.8: Chafee-Infante model: Parameters used

| Method | Parameters |
| :--- | :--- |
| Full model | $n=1000, L=1, \lambda=1, t \in[0,2 s]$ |
| NLMM | $r=10, \dot{\boldsymbol{\zeta}}(t)=0.5 \sin (\pi t), i=1, K=61, t_{k} \in[0,10 s]$ |
| DMD | $m_{D}=10, k=200$ |
| POD | $r=10, n_{s}=200$ |
| DEIM | $m_{d}=10, n_{s}=200$ |
| Test Input | $\mathbf{u}(t)=0.5(\cos (2 \pi t)+1)$ |

First, we constructed the POD-DEIM approximation for the sake of comparison. For that, the POD basis was obtained using 200 snapshots of the FD model of the Chafee-Infante PDE (4.24). Then, hyper-reduction using DEIM was carried with $m_{d}=10$ interpolation indices via Algorithm 3. To obtain the projection basis via NLMM, a single signal generator $\dot{\boldsymbol{\zeta}}(t)$ was solved and used in the offline stage using Algorithm 4. For online evaluation, the DMD method was used (Algorithm 6) with 200 snapshots of the nonlinear term, that were already available from the DEIM. Note that for the NLMM-DMD framework, different inputs were used for training and testing (as explained earlier), whereas, for POD-DEIM, the training and test inputs were kept the same.


Figure 4.4: Chafee-Infante: Solution (left) full order (middle) POD-DEIM ROM (right) NLMM-DMD ROM


Figure 4.5: Chafee-Infante: Comparison of (left) output response, (middle) pointwise realtive error, (right) CPU times

Table 4.9: Chafee-Infante: Numerical results

| Method | offline time $(s)$ | online time $(s)$ | $\mathcal{L}_{1}$ | $\mathcal{L}_{2}$ | $\mathcal{L}_{\infty}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| FOM | - | 103.04 | - |  |  |
| POD-DEIM | $103.09(200 \mathrm{NLSE})$ | 1.66 | $1.67 e^{-9}$ | $3.7 e^{-7}$ | $6.3 e^{-9}$ |
| NLMM-DMD | $44.70(61 \mathrm{NLSE})$ | 0.23 | $2.23 e^{-4}$ | $3.1 e^{-6}$ | $3.3 e^{-8}$ |

The numerical results are presented in Figs. 4.4 and 4.5. Moreover, the approximation errors and the CPU times are enlisted in Table 4.9. From the result, we can observe that POD-DEIM yields good approximation than NLMM-DMD. However, the latter yields a significant speed-up both in offline as well as online simulation times. Moreover, as seen from Fig. 4.5, the simulation time of DMD is always lesser as compared to DEIM for varying approximation ranks of the nonlinear function. This trend is expected since DMD avoids evaluating the nonlinear terms in the online stage, wheres DEIM requires the solution of reduced nonlinear inner products.

## Nonlinear transmission-line model

Finally, we consider the nonlinear transmission line network model. This model is used extensively in MOR literature [249, 250, 20, 54], and has become a benchmark problem in MOR. The model includes a chain of resistors and capacitors (cf. Fig. 4.6). A quadratic nonlinearity is introduced at each node by adding nonlinear resistors to the ground given as: $\mathbf{i}_{n}(\mathbf{x})=p \cdot \operatorname{sgn}(\mathbf{x}) \mathbf{x}^{2}$ where $\operatorname{sgn}(\mathbf{x})=1$ if $\mathbf{x}>0$ and $\operatorname{sgn}(\mathbf{x})=-1$ if $\mathbf{x}<0$. As such, the nonlinear function $\mathbf{f}$ becomes:

$$
\mathbf{f}(\mathbf{x})=\mathbf{A} \mathbf{x}-n(\mathbf{x}),
$$

where

$$
\mathbf{A}=\left[\begin{array}{cccc}
-2 & 1 & & \\
1 & -2 & 1 & \\
& \ddots & \ddots & 1 \\
& & 1 & -2
\end{array}\right], \quad n(\mathbf{x})=\left[\begin{array}{c}
\operatorname{sgn}\left(\mathbf{x}_{1}\right) \mathbf{x}_{1}^{2} \\
\operatorname{sgn}\left(\mathbf{x}_{2}\right) \mathbf{x}_{2}^{2} \\
\vdots \\
\operatorname{sgn}\left(\mathbf{x}_{n}\right) \mathbf{x}_{n}^{2}
\end{array}\right]
$$

where $n$ is the number of nodes in the circuit. For simplicity, we assume that $p=C=R=1$. The input to the system is a current source which excites the system, and the output is taken at the first node. The various parameters of the model and reduction are mentioned in Table 4.10).


Figure 4.6: Nonlinear transmission line model

Table 4.10: Nonlinear Transmission Line: Parameters used

| Method | Parameters |
| :--- | :--- |
| Full model | $n=1500, R=C=p=1, t \in[0,20 s]$ |
| NLMM | $r=25, \dot{\boldsymbol{\zeta}}(t)=300 \cos (300 t), i=1, K=101, t_{k} \in[0,10 s]$ |
| DMD | $m_{D}=25$ |
| POD | $r=10, n_{s}=300$ |
| DEIM | $m_{d}=25$ |
| Test Input | $\mathbf{u}(t)=15 e^{-t}$ |



Figure 4.7: Nonlinear Transmission Line: (left) output response, (middle) CPU time (right) relative $\mathcal{L}_{2}$ norm error

For the application of NLMM, the signal generator used is given as $\dot{\boldsymbol{\zeta}}(t)=$ $300 \cos (300 t)$ with $K=101$ time-snapshots. Simulation results are depicted in Fig. 4.7. As expected, the CPU time of NLMM-DMD is less than POD-DEIM. Since the meaning of rank for DMD and DEIM is different, we also show the error by varying the rank $m_{d}$ and $m_{D}$ for a fixed number of POD/NLMM basis functions in Fig. (4.7). We observe that NLMM-DMD always has a monotone decay as we
increase the DMD rank. Finally, Table 4.11 summarizes the comparison of the offline time, online time, and the various error norms for the RC-ladder network. In this case, the application of NLMM-DMD produced around 14 fold reduction in offline time and $\approx 3$ fold reduction in online computation time. Thus, a total of $91 \%$ savings in overall CPU time was achieved.

Table 4.11: Nonlinear Transmission Line: Numerical results

| Method | offline time $(s)$ | online time $(s)$ | $\mathcal{L}_{1}$ | $\mathcal{L}_{2}$ | $\mathcal{L}_{\infty}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| FOM | - | 293.21 | - |  |  |
| POD-DEIM | $295.68(300$ NLSE $)$ | 11.57 | $2.2 e^{-5}$ | $7 e^{-7}$ | $3.3 e^{-8}$ |
| NLMM-DMD | $21.44(101 \mathrm{NLSE})$ | 3.5 | $2.7 e^{-4}$ | $6 e^{-7}$ | $2.9 e^{-6}$ |

### 4.4 Chapter Summary

This chapter discussed two numerical frameworks for the efficient reduction of nonlinear state-space models based on nonlinear moment-matching; NLMM-DEIM and NLMM-DMD. While the former presents a robust MOR approach for obtaining compact ROMs with high accuracy, the latter offers added computational savings in a non-intrusive setup. We presented several numerical simulations to test both the schemes, and the results thus obtained are in compliance with the theoretical observations. In the next chapter, we will extend the application of NLMM for nonlinear models in second-order form.

## Chapter 5

## Second-Order State-Space Systems

While modeling electrical or mechanical systems, one has to deal with models in second-order form. These include models emerging from structural dynamics, vibroacoustics, MEMS, electrical power systems, and circuits. Furthermore, these models often exhibit material nonlinearities, geometrical nonlinearities (e.g., large deformations), nonlinear boundary conditions, etc. A common approach of reducing such systems is to first transform the second-order structure to the first order and then proceed with the general reduction. However, this results in the loss of the physical meanings of the state variables. Thus, MOR methods that aim to construct reduced models that preserve the second-order structure are strongly aimed [37, 190, 191, 256, 284.

In this chapter, we will focus on reducing a general class of nonlinear secondorder state-space models. We will first revisit the reduction for second-order linear systems via moment-matching and the associated approaches. Then, we will discuss the problem in nonlinear settings whereby we will propose another reduction framework based on the second-order NLMM with DEIM (SONLMM-DEIM). Finally, we will discuss the applicability of this framework on some nonlinear, second-order power-system models.

### 5.1 Moment-matching in linear second-order systems

To define the generalized notion of moments, consider a large-scale, MIMO, linear, second-order state-space model given as:

$$
\begin{align*}
\mathbf{M} \ddot{\mathbf{x}}(t)+\mathbf{D} \dot{\mathbf{x}}(t)+\mathbf{K x}(t) & =\mathbf{B u}(t),  \tag{5.1}\\
\mathbf{y}(t) & =\mathbf{C x}(t),
\end{align*}
$$

where the matrices $\mathbf{M}, \mathbf{D}, \mathbf{K} \in \mathbb{R}^{n \times n}$ represent the mass, damping and stiffness matrices respectively. Vector $\mathbf{x}(t) \in \mathbb{R}^{n}$ represents the displacement vector with $\mathbf{x}(0)=\mathbf{x}_{0}, \dot{\mathbf{x}}(0)=\dot{\mathbf{x}}_{0}$, and $\ddot{\mathbf{x}}(0)=\ddot{\mathbf{x}}_{0}$. Since the mass, stiffness, and damping
matrices in most of the practical systems are symmetric and positive definite, it is often recommended to represent the system (5.1) as a transformed state-space model given as follows:

$$
\begin{align*}
& \underbrace{\left[\begin{array}{cc}
-\mathbf{K} & \mathbf{0} \\
\mathbf{0} & \mathbf{M}
\end{array}\right]}_{\mathbf{E}} \underbrace{\left[\begin{array}{c}
\dot{\mathbf{x}}(t) \\
\ddot{\mathbf{x}}(t)
\end{array}\right]}_{\dot{\mathbf{x}}}=\underbrace{\left[\begin{array}{cc}
\mathbf{0} & -\mathbf{K} \\
-\mathbf{K} & -\mathbf{D}
\end{array}\right]}_{\mathbf{A}} \underbrace{\left[\begin{array}{c}
\mathbf{x}(t) \\
\dot{\mathbf{x}}(t)
\end{array}\right]}_{\mathbf{x}}+\underbrace{\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{B}
\end{array}\right]}_{\mathbf{B}} \mathbf{u}(t),  \tag{5.2a}\\
& \mathbf{y}(t)=\underbrace{\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]}_{\mathbf{C}} \underbrace{\left[\begin{array}{l}
\mathbf{x}(t) \\
\dot{\mathbf{x}}(t)
\end{array}\right]}_{\mathbf{x}} . \tag{5.2b}
\end{align*}
$$

As a result, the symmetry and definiteness of matrix $\mathbf{E}$ is taken care of by matrices $\mathbf{M}$ and $\mathbf{K}$, and the symmetry of matrix $\mathbf{A}$ is maintained by matrices $\mathbf{K}$ and $\mathbf{D}$ respectively.

Definition 5.1 (0-th moment of second-order system) The $i$-th moment of system (5.1) around expansion point $s=0$ is defined as:

$$
\boldsymbol{\eta}_{i}^{0}=\left[\begin{array}{ll}
\mathbf{0} & -\mathbf{C K}^{-1}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{0} & -\mathbf{M K}^{-1}  \tag{5.3}\\
\mathbf{I} & -\mathbf{D K}^{-1}
\end{array}\right]^{i}\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{B}
\end{array}\right] .
$$

It is hereby assumed that the matrix $\mathbf{K}$ is invertible to ensure that the matrix $\mathbf{A}$ remains nonsingular.

Definition 5.2 (Markov parameter of second-order system) The Markov parameter of system (5.1) is defined as:

$$
\mathbf{M}_{i}=\left[\begin{array}{ll}
\mathbf{0} & \mathbf{C M}^{-1}
\end{array}\right]\left[\begin{array}{ll}
-\mathbf{D M}^{-1} & \mathbf{I}  \tag{5.4}\\
-\mathbf{K M}^{-1} & \mathbf{0}
\end{array}\right]^{i}\left[\begin{array}{c}
\mathbf{B} \\
\mathbf{0}
\end{array}\right]
$$

with the condition that matrix $\mathbf{M}$ is invertible.

Definition 5.3 (Second-Order Krylov subspace) [257] Given two matrices $\mathbf{X}_{1}$ and $\mathbf{X}_{2} \in \mathbb{R}^{n \times n}$ and another matrix $\mathbf{H}_{1} \in \mathbb{R}^{n \times m}$ whose columns represent the starting vectors, the second-order Krylov subspace is defined as:

$$
\begin{equation*}
\mathcal{K}_{r}\left(\mathbf{X}_{\mathbf{1}}, \mathbf{X}_{2}, \mathbf{H}_{1}\right)=\text { colspan }\left\{\mathbf{Q}_{0}, \mathbf{Q}_{1}, \ldots, \mathbf{Q}_{r-1}\right\} \tag{5.5}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\mathbf{Q}_{0}=\mathbf{H}_{1}, \mathbf{Q}_{1}=\mathbf{X}_{1} \mathbf{Q}_{0}  \tag{5.6}\\
\mathbf{Q}_{i}=\mathbf{X}_{1} \mathbf{Q}_{i-1}+\mathbf{X}_{2} \mathbf{Q}_{i-2}, i=2,3, . .
\end{array}\right.
$$

Now, depending upon the type of damping involved, we distinguish between the following second-order input and output Krylov subspaces.
Definition 5.4 (Second-order input and output Krylov subspace)

- For zero or proportional damping, the columns of $\mathbf{V}$ and $\mathbf{W}$ are chosen as the basis of the following Krylov subspaces given as:

$$
\begin{align*}
& \mathcal{K}_{r}\left(\mathbf{K}_{\sigma}^{-1} \mathbf{M}, \mathbf{K}_{\sigma}^{-1} \mathbf{B}\right) \subset \operatorname{colspan}(\mathbf{V}),  \tag{5.7a}\\
& \mathcal{K}_{r}\left(\mathbf{K}_{\sigma}^{-T} \mathbf{M}^{\mathbf{T}}, \mathbf{K}_{\sigma}^{-T} \mathbf{C}^{\mathbf{T}}\right) \subset \operatorname{colspan}(\mathbf{W}) . \tag{5.7b}
\end{align*}
$$

- For a general damping $(\mathbf{D} \neq \mathbf{0})$, the columns of $\mathbf{V}$ and $\mathbf{W}$ form a basis of the following second-order Krylov subspaces

$$
\begin{align*}
& \mathcal{K}_{r}\left(\mathbf{K}_{\sigma}^{-1} \mathbf{D}_{\sigma}, \mathbf{K}_{\sigma}^{-1} \mathbf{M}, \mathbf{K}_{\sigma}^{-1} \mathbf{B}\right) \subset \operatorname{colspan}(\mathbf{V})  \tag{5.8a}\\
& \mathcal{K}_{r}\left(\mathbf{K}_{\sigma}^{-T} \mathbf{D}_{\sigma}^{T}, \mathbf{K}_{\sigma}^{-T} \mathbf{M}^{\mathbf{T}}, \mathbf{K}_{\sigma}^{-T} \mathbf{C}^{\mathbf{T}}\right) \subset \operatorname{colspan}(\mathbf{W}), \tag{5.8b}
\end{align*}
$$

where $\mathbf{K}_{\sigma}=\mathbf{K}+\sigma \mathbf{D}+\sigma^{2} \mathbf{M}$ and $\mathbf{D}_{\sigma}=\mathbf{D}+2 \sigma \mathbf{M}$
Similar to first-order systems, the reduction techniques employing only one secondorder Krylov subspace are known as the one-sided Krylov subspace method, and the reduction techniques involving both the second-order Krylov subspaces are known as the two-sided Krylov subspace methods.

Now consider the approximation ansatz given as $\mathbf{x}(t)=\mathbf{V x}_{\mathbf{r}}(t), \mathbf{V} \in \mathbb{R}^{n \times r}$. Substituting this approximation in (5.1) and pre-multiplying by $\mathbf{W}^{T} \in \mathbb{R}^{n \times r}$ yields a second-order reduced model of dimension $r$ given as:

$$
\begin{align*}
\mathbf{M}_{r} \ddot{\mathbf{x}}_{r}(t)+\mathbf{D}_{r} \dot{\mathbf{x}}_{r}(t)+\mathbf{K}_{r} \mathbf{x}_{r}(t) & =\mathbf{B}_{r} \mathbf{u}(t)  \tag{5.9}\\
\mathbf{y}_{r}(t) & =\mathbf{C}_{r} \mathbf{x}_{r}(t)
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{M}_{\mathbf{r}}=\mathbf{W}^{T} \mathbf{M V}, \mathbf{D}_{\mathbf{r}}=\mathbf{W}^{T} \mathbf{D V}, \mathbf{K}_{\mathbf{r}}=\mathbf{W}^{T} \mathbf{K V}, \mathbf{B}_{\mathbf{r}}=\mathbf{W}^{T} \mathbf{B}, \mathbf{C}_{\mathbf{r}}=\mathbf{C V} \tag{5.10}
\end{equation*}
$$

Using the formulation in (5.2), the second-order reduced model (5.9) is expressed in a transformed state-space given as:
where the projection matrices are defined as:

$$
\tilde{\mathbf{V}}=\left[\begin{array}{cc}
\mathbf{V} & \mathbf{0}  \tag{5.12}\\
\mathbf{0} & \mathbf{V}
\end{array}\right], \quad \tilde{\mathbf{W}}=\left[\begin{array}{cc}
\mathbf{W} & 0 \\
\mathbf{0} & \mathbf{W}
\end{array}\right] .
$$

This formulation preserves the structure of the original model. To obtain the projection basis to match any desired moments, all the previously mentioned theorems in Chapter 2 can be generalized for the second-order system in a similar fashion.

Theorem 5.1 (Moment-matching in linear second-order systems) 257] In order to match the first $r_{1}+r_{2}$ moments between the original second-order model (5.1) and the reduced second-order model (5.9), it is required that the columns of projection matrices $\mathbf{V}$ and $\mathbf{W}$ used in (5.10) form the basis for the input and output second-order Krylov subspaces (5.8a) and (5.8b) respectively. Also, it is assumed that the matrices $\mathbf{K}$ and $\mathbf{K}_{r}$ are invertible.

Similarly the rational interpolation can achieved as follows:
Theorem 5.2 (Rational interpolation in second-order systems) [257, 256] In order to match first $r_{i}$ moments about $\sigma_{i}, i=1, . ., k_{2}$ of the original and reduced models, it is assumed that matrices $\mathbf{V}$ and $\mathbf{W}$, used in (5.10), are chosen as follows:

$$
\begin{aligned}
& \operatorname{span}(\mathbf{V})= \\
& \bigcup_{i=1}^{k_{1}} \mathcal{K}_{r_{i}}\left(-\left(\mathbf{K}+s_{i} \mathbf{D}+s_{i}^{2} \mathbf{M}\right)^{-1}\left(\mathbf{D}+2 s_{i} \mathbf{M}\right)\right. \\
& \left.-\left(\mathbf{K}+s_{i} \mathbf{D}+s_{i}^{2} \mathbf{M}\right)^{-1} \mathbf{M},-\left(\mathbf{K}+s_{i} \mathbf{D}+s_{i}^{2} \mathbf{M}\right)^{-1} \mathbf{B}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
& \operatorname{span}(\mathbf{W})= \\
& \bigcup_{i=k_{1}+1}^{k_{2}} \mathcal{K}_{r_{i}}\left(-\left(\mathbf{K}+s_{i} \mathbf{D}+s_{i}^{2} \mathbf{M}\right)^{-T}\left(\mathbf{D}+2 s_{i} \mathbf{M}\right)^{T},\right. \\
& \left.-\left(\mathbf{K}+s_{i} \mathbf{D}+s_{i}^{2} \mathbf{M}\right)^{-T} \mathbf{M}^{T},-\left(\mathbf{K}+s_{i} \mathbf{D}+s_{i}^{2} \mathbf{M}\right)^{-T} \mathbf{C}^{T}\right)
\end{aligned}
$$

The first successful attempt in reducing second-order models came from Meyer and Srinivasan [206] which involved the evaluation of the free-velocity and the zerovelocity gramians. This was later followed by the much improved second-order balancing truncation method by Chahlaoui et al. [75]. However, balancing for second-order systems is not recommended from a numerical perspective. Instead, faster iterative schemes based on Arnoldi or Lanczos are more suitable for reducing systems in the second-order structure. An early attempt in this direction came
from Su, and Craig [284] and later by Bastian and Haase [37] in which Krylov subspace methods were employed. However, these methods could not match nonzero moments, and the number of moments matched was less than the classical Krylov subspace methods. Consequently, several papers appeared based on similar ideas [120, 185]. These methods obtained reduced models by applying different projection mappings to an equivalent state-space model while preserving its structure. Behnam et al. [256] proposed two different techniques for reducing second-order system by first reducing an equivalent state-space model followed by back conversion of the reduced model to second-order form. This resulted in matching double the number of moments than the second-order Krylov methods proposed in Refs. [257, 191, 35].

### 5.2 Nonlinear second-order systems

Now, we consider a nonlinear second-order state-space model given as:

$$
\begin{align*}
\mathbf{M} \ddot{\mathbf{x}}(t)+\mathbf{D} \dot{\mathbf{x}}(t)+\mathbf{f}(\mathbf{x}(t)) & =\mathbf{B u}(t),  \tag{5.13}\\
\mathbf{y}(t) & =\mathbf{C x}(t),
\end{align*}
$$

where $\mathbf{M} \in \mathbb{R}^{n \times n}$ is a non-singular mass matrix, $\mathbf{D} \in \mathbb{R}^{n \times n}$ represents the damping term. For nonlinear systems, a linear Rayleigh damping ( $\mathbf{D}=\boldsymbol{\alpha} \mathbf{M}+\boldsymbol{\beta} \mathbf{K}\left(\mathbf{x}_{\mathrm{eq}}\right)$ ) or zero damping $(\mathbf{D}=\mathbf{0})$ is mostly considered. $\mathbf{f}(\mathbf{x}): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is the nonlinear smooth mapping. For the equilibrium point $\mathbf{x}_{\text {eq }}$ to be exponentially stable, it is hereby assumed that the mass matrix is symmetric positive definite, i.e., $\mathbf{M}=$ $\mathbf{M}^{T} \succ \mathbf{0}$.

### 5.2.1 Linear Galerkin projection

The most straight forward approach to reduce nonlinear second-order systems is to employ a linear Petrov-Galerkin projection. Substituting the linear approximation ansatz (cf. 2.34) in FOM (5.1), and premultiplying the overdetermined system with the projector $\mathbf{P}=\mathbf{V}\left(\mathbf{V}^{T} \mathbf{V}\right)^{-1} \mathbf{V}^{T}$ gives:

$$
\begin{equation*}
\mathbf{P}\left(\mathbf{M V} \ddot{\mathbf{x}}_{r}(t)+\mathbf{D V} \dot{\mathbf{x}}_{r}(t)+\mathbf{f}\left(\mathbf{V} \mathbf{x}_{r}(t)\right)-\mathbf{B u}(t)-\mathbf{r}(t)\right)=\mathbf{0} . \tag{5.14}
\end{equation*}
$$

And enforcing the Petro-Galerkin condition vanishes the residual and yields the desired ROM:

$$
\begin{align*}
\mathbf{M}_{r} \ddot{\mathbf{x}}_{r}(t)+\mathbf{D}_{r} \dot{\mathbf{x}}_{r}(t)+\mathbf{V}^{T} \mathbf{f}\left(\mathbf{V} \mathbf{x}_{r}(t)\right) & =\mathbf{B}_{r} \mathbf{u}(t), \\
\mathbf{y}_{r}(t) & =\mathbf{C}_{r} \mathbf{x}_{r}(t), \tag{5.15}
\end{align*}
$$

where $\left\{\mathbf{M}_{\mathbf{r}}, \mathbf{D}_{\mathbf{r}}\right\}=\mathbf{W}^{\mathbf{T}}\{\mathbf{M}, \mathbf{D}\} \mathbf{V}, \mathbf{B}_{\mathbf{r}}=\mathbf{W}^{\mathbf{T}} \mathbf{B}, \mathbf{C}_{\mathbf{r}}=\mathbf{C V}$ with $\mathbf{W}=\mathbf{V}$, and $\left\{\mathbf{x}_{\mathbf{r}}(0), \dot{\mathbf{x}}_{\mathbf{r}}(0)\right\}=\left(\mathbf{W}^{\mathbf{T}} \mathbf{V}\right)^{-1} \mathbf{W}^{\mathbf{T}}\left\{\mathbf{x}_{\mathbf{0}}, \dot{\mathbf{x}}_{\mathbf{0}}\right\}$.

### 5.2.2 Nonlinear Galerkin projection

Another possibility of obtaining a reduced second-order model is by applying a nonlinear Petrov-Galerkin projection (cf. 3.2) given as:

$$
\begin{equation*}
\mathbf{x}(t)=\wp\left(\mathbf{x}_{r}(t)\right)+\mathbf{e}(t) \tag{5.16}
\end{equation*}
$$

where the first and second derivative yields:

$$
\begin{align*}
& \dot{\mathbf{x}}(t)=\underbrace{\frac{\partial \wp\left(\mathbf{x}_{r}(t)\right)}{\partial \mathbf{x}_{r}(t)}}_{\tilde{\mathbf{v}}_{\mathbf{x}_{r}}} \dot{\mathbf{x}}_{\mathbf{r}}(t)+\dot{\mathbf{e}}(t),  \tag{5.17a}\\
& \ddot{\mathbf{x}}(t)=\underbrace{\frac{\partial \wp\left(\mathbf{x}_{r}(t)\right)}{\partial \mathbf{x}_{r}(t)}}_{\tilde{\mathbf{v}}_{\mathbf{x}_{r}}} \ddot{\mathbf{x}}_{\mathbf{r}}(t)+\underbrace{\frac{\partial^{2} \wp\left(\mathbf{x}_{r}(t)\right)}{\partial \mathbf{x}_{r}^{2}(t)}}_{\mathbf{d} \tilde{\mathbf{x}}_{\mathbf{x}_{r}}}\left(\dot{\mathbf{x}}_{\mathbf{r}}(t) \otimes \dot{\mathbf{x}}_{\mathbf{r}}(t)\right)+\ddot{\mathbf{e}}(t), \tag{5.17b}
\end{align*}
$$

and where the matrices

$$
\begin{equation*}
\tilde{\mathbf{V}}_{\mathbf{x}_{r}}=\frac{\partial \wp\left(\mathbf{x}_{r}(t)\right)}{\partial \mathbf{x}_{r}(t)} \in \mathbb{R}^{n \times r}, \quad \mathbf{d} \tilde{\mathbf{V}}_{\mathbf{x}_{r}}=\frac{\partial^{2} \wp\left(\mathbf{x}_{r}(t)\right)}{\partial \mathbf{x}_{r}^{2}(t)} \in \mathbb{R}^{n \times r^{2}} \tag{5.18}
\end{equation*}
$$

are the Jacobian and Hessian matrices respectively. Substituting the the approximation ansatz (5.16) and its derivatives ( 5.17 b ) and ( 5.17 b ) yields an overdetermined system of equations with residual $\mathbf{r}(t) \in \mathbb{R}^{n}$. The resulting system is then projected onto an orthogonal tangent space $\mathcal{V}^{\perp}=\operatorname{ran}\left(\tilde{\mathbf{V}}_{\mathbf{x}_{r}}\right)$ using the projector $\tilde{\mathbf{P}}=\tilde{\mathbf{V}}_{\mathbf{x}_{r}}\left(\tilde{\mathbf{V}}_{\mathbf{x}_{r}}^{T} \tilde{\mathbf{V}}_{\mathbf{x}_{r}}\right)^{-1} \tilde{\mathbf{V}}_{\mathbf{x}_{r}}^{T}$ which yields

$$
\begin{equation*}
\tilde{\mathbf{P}}\left(\mathbf{M} \tilde{\mathbf{V}}_{\mathbf{x}_{r}} \ddot{\mathbf{x}}_{r}+\mathbf{M d} \tilde{\mathbf{V}}_{\mathbf{x}_{r}}\left(\dot{\mathbf{x}}_{r} \otimes \dot{\mathbf{x}}_{r}\right)+\mathbf{D} \tilde{\mathbf{V}}_{\mathbf{x}_{r}} \dot{\mathbf{x}}_{r}+\mathbf{f}\left(\wp\left(\mathbf{x}_{r}\right)\right)-\mathbf{B u}(t)-\mathbf{r}(t)\right)=\mathbf{0} \tag{5.19}
\end{equation*}
$$

Finally enforcing the Galerkin condition $\tilde{\mathbf{V}}_{\mathbf{x}_{r}}^{T} \mathbf{r}(t)=\mathbf{0}$ yields the projected ROM:

$$
\begin{align*}
\tilde{\mathbf{M}}_{r} \ddot{\mathbf{x}}_{r}(t)+\tilde{\mathbf{p}}_{\mathbf{r}}(t)+\tilde{\mathbf{D}}_{r} \dot{\mathbf{x}}_{r}(t)+\mathbf{V}^{T} \mathbf{f}\left(\wp\left(\mathbf{x}_{r}(t)\right)\right) & =\tilde{\mathbf{B}}_{r} \mathbf{u}(t), \\
\mathbf{y}_{r}(t) & =\mathbf{C} \wp\left(\mathbf{x}_{r}(t)\right), \tag{5.20}
\end{align*}
$$

where $\left\{\tilde{\mathbf{M}}_{r}, \tilde{\mathbf{D}}_{r}\right\}=\tilde{\mathbf{V}}_{\mathbf{x}_{r}}^{T}\{\mathbf{M}, \mathbf{D}\} \tilde{\mathbf{V}}_{\mathbf{x}_{r}}, \tilde{\mathbf{p}}_{r}(t)=\tilde{\mathbf{V}}_{\mathbf{x}_{r}}^{T} \mathbf{M d} \tilde{\mathbf{V}}_{\mathbf{x}_{r}}\left(\dot{\mathbf{x}}_{r} \otimes \dot{\mathbf{x}}_{r}\right)$, and $\tilde{\mathbf{B}}=\tilde{\mathbf{V}}_{\mathbf{x}_{r}}^{T} \mathbf{B}$.

### 5.2.3 Moment-matching in nonlinear second-order systems

Consider a nonlinear, second-order exogenous system/ signal-generator as follows:

$$
\begin{align*}
\dot{\boldsymbol{\zeta}}(t) & =\varpi(\boldsymbol{\zeta}(t)), \\
\ddot{\boldsymbol{\zeta}}(t) & =\frac{\partial \varpi(\boldsymbol{\zeta}(t)))}{\partial \boldsymbol{\zeta}(t)} \cdot \varpi(\boldsymbol{\zeta}(t)),  \tag{5.21}\\
\boldsymbol{u}(t) & =\boldsymbol{\varrho}(\boldsymbol{\zeta}(t)),
\end{align*}
$$

with smooth mappings $\varpi(\boldsymbol{\zeta}(t)): \mathbb{R}^{r} \rightarrow \mathbb{R}^{r}$ and $\boldsymbol{\varrho}(\boldsymbol{\zeta}(t)): \mathbb{R}^{r} \rightarrow \mathbb{R}^{m}$. It is assumed that the the nonlinear signal generator 5.21 is neutrally stable and observable.

Theorem 5.3 (Nonlinear moment-matching for second-order systems) [26] With the assumption that the nonlinear second-order signal generator (5.21) is neutrally-stable, the nonlinear second-order ROM (5.20) matches the (well-defined) steady-state of FOM (5.13) when both are excited by the inputs from (5.21). The projection mapping $\wp(\boldsymbol{\zeta}(t))$ used to obtain the ROM uniquely solves the secondorder Sylvester PDE given as:

$$
\begin{align*}
\mathrm{M} \frac{\partial \wp(\boldsymbol{\zeta})}{\partial \boldsymbol{\zeta}} \frac{\partial \varpi(\boldsymbol{\zeta})}{\partial \boldsymbol{\zeta}} \varpi(\boldsymbol{\zeta})+\mathrm{M} \frac{\partial^{2} \wp(\boldsymbol{\zeta})}{\partial \boldsymbol{\zeta}^{2}}(\varpi(\boldsymbol{\zeta}) \otimes \varpi(\boldsymbol{\zeta}))+ \\
\mathrm{D} \frac{\partial \wp(\boldsymbol{\zeta})}{\partial \boldsymbol{\zeta}} \varpi(\boldsymbol{\zeta})+\mathbf{f}(\wp(\boldsymbol{\zeta}))=\mathrm{B} \varrho(\boldsymbol{\zeta}) \tag{5.22}
\end{align*}
$$

The steady-state response is related to the $0^{\text {th }}$ nonlinear moments at $(\varpi(\boldsymbol{\zeta}(t)), \boldsymbol{\varrho}(\boldsymbol{\zeta}(t)))$, and is given as:

$$
\begin{equation*}
\mathbf{y}_{\mathrm{ss}}=\boldsymbol{\eta}_{0}(\varpi(\boldsymbol{\zeta}(t)), \boldsymbol{\varrho}(\boldsymbol{\zeta}(t))) . \tag{5.23}
\end{equation*}
$$

Remark 5.1 (Interpretation as steady-state matching) Interconnecting the second-order signal generator (5.21) with the FOM (5.13) and ROM (5.20) can be interpreted as exact matching of the steady-state of the FOM (5.13) and ROM (5.20) (cf. Fig. 5.1), i.e.,

$$
\begin{equation*}
\mathbf{y}_{\mathrm{ss}}(t)=\boldsymbol{\eta}_{0}(\varpi(\boldsymbol{\zeta}(t)), \boldsymbol{\varrho}(\boldsymbol{\zeta}(t)))=\boldsymbol{\eta}_{r 0}(\varpi(\boldsymbol{\zeta}(t)), \boldsymbol{\varrho}(\boldsymbol{\zeta}(t)))=\mathbf{y}_{\mathrm{r}, \mathrm{ss}}(t) \tag{5.24}
\end{equation*}
$$

### 5.3 Approximated second-order nonlinear momentmatching

The solution of second-order nonlineatr Sylvester PDE (5.22) is expensive to solve for $\varpi(\boldsymbol{\zeta}(t))$ as it involves solving a PDE in second-order structure. As such,
we take some simplifications from Maria et al. [295] to arrive at a practical, simulation-free algorithm. These simplifications are much similar to what was used for the first-order Sylvester PDE as discussed in Section 4.1.1. Here, we only discuss the a general case of a nonlinear signal generator.


Figure 5.1: Time-domain illustration of nonlinear second-order moment-matching in terms of steady-state response matching between SO-FOM and SO-ROM

## 1) Linear projection

Using a linear projection $\mathbf{x}(t)=\mathbf{V} \boldsymbol{\zeta}(t)$, the second-order Sylvester PDE (5.22) becomes:

$$
\begin{equation*}
\mathbf{M V} \frac{\partial \varpi(\boldsymbol{\zeta}(t))}{\partial \boldsymbol{\zeta}(t)} \varpi(\boldsymbol{\zeta}(t))+\mathbf{D V} \varpi(\boldsymbol{\zeta}(t))+\mathbf{f}(\mathbf{V} \boldsymbol{\zeta}(t))-\mathbf{B} \boldsymbol{\varrho}(\boldsymbol{\zeta}(t))=\mathbf{0} \tag{5.25}
\end{equation*}
$$

Note that the application of linear projection vanishes the term corresponding to second-order partial derivative of $\varpi(\boldsymbol{\zeta}(t))$.

## 2) Column-wise consideration

System (5.25) is then considered column-wise for each $\mathbf{v}_{i} i=1, . ., r$, to avoid the underdetermined problem of $n$ equations for $n$.r unknowns in $\mathbf{V} \in \mathbb{R}^{n \times r}$ which yields

$$
\begin{equation*}
\mathbf{M v}_{i} \frac{\partial \varpi_{i}\left(\boldsymbol{\zeta}_{i}(t)\right)}{\partial \boldsymbol{\zeta}_{i}(t)} \varpi_{i}\left(\boldsymbol{\zeta}_{i}(t)\right)+\mathbf{D} \mathbf{v}_{i} \varpi_{i}\left(\boldsymbol{\zeta}_{i}(t)\right)+\mathbf{f}\left(\mathbf{v}_{i} \boldsymbol{\zeta}_{i}(t)\right)-\mathbf{B} \boldsymbol{\varrho}_{i}\left(\boldsymbol{\zeta}_{i}(t)\right)=\mathbf{0} \tag{5.26}
\end{equation*}
$$

## 3) Time discretization

Finally, (5.26) is solved for time-discrete samples $t_{k}, k=1, . ., K$ yielding:

$$
\begin{align*}
\mathbf{M v}_{i k} \frac{\partial \varpi_{i k}\left(\boldsymbol{\zeta}_{i k}\left(t_{k}\right)\right)}{\partial \boldsymbol{\zeta}_{i k}\left(t_{k}\right)} \varpi_{i k}\left(\boldsymbol{\zeta}_{i k}\left(t_{k}\right)\right)+\mathbf{D} \mathbf{v}_{i k} \varpi_{i k}\left(\boldsymbol{\zeta}_{i k}\left(t_{k}\right)\right) & +\mathbf{f}\left(\mathbf{v}_{i k} \boldsymbol{\zeta}_{i k}\left(t_{k}\right)\right) \\
& -\mathbf{B} \boldsymbol{\varrho}_{i k}\left(\boldsymbol{\zeta}_{i k}\left(t_{k}\right)\right)=\mathbf{0} \tag{5.27}
\end{align*}
$$

Note that prior to solving (5.27), the discrete solution of $\boldsymbol{\zeta}_{i k}\left(t_{k}\right)$ of the nonlinear second-order signal generator (5.21) should be computed.

Thus, these simplifications result in the following second-order nonlinear momentmatching algorithm:

```
Algorithm 8 Second-Order Nonlinear Moment Matching (SONLMM)
INPUT: M, D, B, \(\mathbf{f}(\mathbf{x}, \mathbf{u}), \mathbf{K}(\mathbf{x}, \mathbf{u}), \boldsymbol{\zeta}_{i}\left(t_{k}\right), \dot{\boldsymbol{\zeta}}_{i}\left(t_{k}\right), \ddot{\boldsymbol{\zeta}}_{i}\left(t_{k}\right), \boldsymbol{\varrho}_{i}\left(\boldsymbol{\zeta}_{i}\left(t_{k}\right)\right)\), initial guess
\(\mathbf{v}_{0, i k}\), reduced rank order \(r\)
OUTPUT: Orthogonal basis: V
    for \(i=1: r\) do
        for \(k=1: K\) do
            fun \(=@(\mathbf{v}) \mathbf{M v} \ddot{\boldsymbol{\zeta}}_{i}\left(t_{k}\right)+\mathbf{D v} \dot{\boldsymbol{\zeta}}_{i}\left(t_{k}\right)+\mathbf{f}\left(\mathbf{v} \boldsymbol{\zeta}_{i}\left(t_{k}\right)\right)-\mathbf{B} \boldsymbol{\rho}_{i}\left(\boldsymbol{\zeta}_{i}\left(t_{k}\right)\right)\) Dresidual
            Jfun \(=@(\mathbf{v}) \mathbf{M} \ddot{\boldsymbol{\zeta}}_{i}\left(t_{k}\right)+\mathbf{D} \dot{\boldsymbol{\zeta}}_{i}\left(t_{k}\right)+\mathbf{K}\left(\mathbf{v} \boldsymbol{\zeta}_{i}\left(t_{k}\right)\right) \boldsymbol{\zeta}_{i}\left(t_{k}\right) \triangleright\) Jacobian of residual
            \(\mathbf{v}_{i k}=\) NewtonRaphson(fun, \(\mathbf{v}_{0, i k}\), Jfun)
            \(\mathbf{V}(:,(i-1) * K+k) \leftarrow \mathbf{v}_{i k}\)
            \(\mathbf{V}=\operatorname{GramSchmidt}\left(\mathbf{v}_{i k}, \mathbf{V}\right) \quad\) optional
        end for
    end for
    \(\left[\mathbf{U}, \boldsymbol{\Sigma},{ }^{\sim}\right]=\mathbf{S V D}(\mathbf{V}) ; \mathbf{V}=\mathbf{U}(:, 1: r) \quad \triangleright\) optional
```


### 5.4 SONLMM-DEIM

Now we are ready to introduce another efficient MOR strategy to treat nonlinear systems in the second-order form. The method is called SONLMM-DEIM.

The motivation of using DEIM with SONLMM stems from the fact that the complexity in solving reduced nonlinear function $\mathbf{f}()$ in ROMs (5.15) and (5.20) still depends on the original model dimension $n$, which is expensive. Thus, employing a hyper-reduction-based scheme such as DEIM can reduce the complexity of solving nonlinear inner products to a cost proportional to the number of reduced variables. Using the DEIM approximation of the nonlinear function $\mathbf{f}()$ the ROM (5.15) becomes:

$$
\begin{align*}
\mathbf{M}_{r} \ddot{\mathbf{x}}_{r}(t)+\mathbf{D}_{r} \dot{\mathbf{x}}_{r}(t)+\boldsymbol{\beta}_{\mathrm{DEIM}} \mathbf{f}\left(\boldsymbol{\gamma}_{\text {DEIM }} \mathbf{x}_{r}(t)\right) & =\mathbf{B}_{r} \mathbf{u}(t), \\
\mathbf{y}_{r}(t) & =\mathbf{C}_{r} \mathbf{x}_{r}(t), \tag{5.28}
\end{align*}
$$

where the terms $\boldsymbol{\beta}_{\text {DEIM }}=\mathbf{W}^{T} \mathbf{U}_{\mathbf{d}}\left(\mathbf{P}^{T} \mathbf{U}_{\mathbf{d}}\right)^{-1} \in \mathbb{R}^{r \times m_{d}}$ and $\boldsymbol{\gamma}_{\text {DEIM }}=\mathbf{P}^{T} \mathbf{V} \in \mathbb{R}^{m_{d} \times r}$ are both independent of $n$ and hence can be precomputed. The algorithm is given as follows:

```
Algorithm 9 SONLMM-DEIM
Input: \(\quad \mathbf{M}, \mathbf{D}, \mathbf{B}, \mathbf{f}(\mathbf{x}, \mathbf{u}), \mathbf{K}(\mathbf{x}, \mathbf{u}), \boldsymbol{\zeta}_{i}\left(t_{k}\right), \dot{\boldsymbol{\zeta}}_{i}\left(t_{k}\right), \ddot{\boldsymbol{\zeta}}_{i}\left(t_{k}\right), \boldsymbol{\varrho}_{i}\left(\boldsymbol{\zeta}_{i}\left(t_{k}\right)\right)\), initial guess
\(\mathbf{v}_{0, i k}\), reduced rank order \(r\), and \(m_{d}\) number of DEIM modes.
    1: Compute \(\mathbf{V}\) following Algorithm \(8 \quad \triangleright\) orthogonal basis via SONLMM
    2: Obtain function snapshots \(\mathbf{F}=\left[\mathbf{f}\left(\mathbf{x}\left(t_{1}\right)\right) \mathbf{f}\left(\mathbf{x}\left(t_{2}\right)\right) \ldots \mathbf{f}\left(\mathbf{x}\left(t_{n_{s}}\right)\right)\right]\)
    Calculate \(\left[\mathbf{u}_{l}, \boldsymbol{\Sigma}_{\mathbf{d}}, \sim\right]=\operatorname{SVD}(\mathbf{F})\)
    Obtain \(\mathbf{U}_{\mathbf{d}}, \mathbf{P}\) and \(\vec{p}\) from Algorithm \(3 \quad \triangleright\) DEIM basis
    Construct the reduced model (5.28) with the reduced nonlinear function ob-
    tained from (3.47)
    6: Integrate (5.28)
    7: Project back full solution
```

Since the discussion regarding the computational aspects also applies here, we refrain from the further details and instead refer the reader to Section 4.1.2. In the following, we will discuss the MOR applications in power systems which are primarily second-order in nature. We will first show a general reduction approach by converting the second-order structure of the power system models to a firstorder. Afterward, we will demonstrate the use of SONLMM-DEIM to obtain a structure-preserving ROM.

### 5.5 Reduction of Power System models

Due to the precise nature of the electrical power grids spanning a wide geographical area, their mathematical models may easily have dimensions of several thousand degrees of freedom. Several applications like security assessment, dynamic simulation, online system identification, trajectory sensitivity analysis, and control of power systems require repeated simulations with higher precision [287]. As such,
these large-scale models pose an onerous challenge in terms of computational resources, e.g., core hours. In power system parlance, the model reduction problem is also known as the problem of dynamic equivalencing [86]. Most often, power systems are divided into a study area, which contains the variables of interest, and an external area making up the rest of the power system. The study area is modeled in full detail and is precisely analyzed and controlled, while the external area, being a less faithful representation, is usually reduced to a linear system without affecting the behavior of the study area [78]. Based on the physical properties of power systems, coherency-based MOR methods were initially proposed, see, e.g., [290, 128, 289]. These methods first aim to identify a coherent group of generators, i.e., machines with a similar behavior when the same input is applied. Then, the dynamic reduction is performed by replacing such machines with aggregate generators and networks. However, the performance of these methods is limited to the identification of coherent generators. Besides the coherency based methods, techniques based on synchrony [244, 211], singular perturbation [307], modal analysis [199, 198] have been proposed. In the past years, there has been an interest in the power system community to develop reduction techniques that are based on mathematical properties of power systems instead of physical ones, see, e.g., [210, 205, 68]. One of the main reasons for this shift is the possibility of reducing networks with renewable sources. These reduction techniques include the classical Krylov subspace reduction [78, 262], balanced truncation [245] and extended balanced truncation [280] have successfully been implemented. Moreover, methods such as measurement-based reduction [77, 302, ANN-based boundary matching technique [194], heuristic optimization based approach [73], independent component analysis approach 21] have also been reported. Since most of the available MOR techniques for power systems rely on linearizing the external area, these methods cannot always provide an accurate description of the full model, which is intrinsically nonlinear. Towards this direction, nonlinear MOR techniques for power systems have been recently proposed, see. e.g., [313, 196, 222, 235]. This is also complemented with MOR schemes that preserve certain system parameters as well[1, 262]. However, most of the nonlinear MOR methods either involve expensive measurements of large-scale snapshot ensemble in the presence of some excitation input signal or the solution of Lyanupov equations, which are also computationally demanding. The problem is further compounded when repeated simulations are required for different input signals or in parametric systems.

### 5.5.1 Dynamical Power Grid models

The most critical stability concern for the normal operation of a power system is the synchronization of its oscillators, which may be generators or loads, in terms of their frequencies. The following equation of motion describes the rotational dynamics of $i$-th alternator a power system with $n$ oscillators:

$$
\begin{equation*}
\frac{2 \mathbf{H}_{i}}{\boldsymbol{\omega}_{R}} \frac{d^{2} \boldsymbol{\delta}_{i}}{d t^{2}}+\mathbf{D}_{i} \frac{d \boldsymbol{\delta}_{i}}{d t}=\mathbf{F}_{i}+\mathbf{f}_{i}(\boldsymbol{\delta}), \quad \forall i=1,2, . . n \tag{5.29}
\end{equation*}
$$

where $\mathbf{H}_{i}, \mathbf{D}_{i} \in \mathbb{R}^{n \times n}$ are the diagonal matrices containing normalized inertia constant and damping factors, $\boldsymbol{\omega}_{R}$ is the reference frequency, $\boldsymbol{\delta}_{i} \in \mathbb{R}^{n}$ represent the rotor angles which are the states of the nonlinear system, and $n$ is the number of generators of the system. $\mathbf{F}_{i}$ is a constant term representing the input mechanical power while $\mathbf{f}_{i}(\boldsymbol{\delta})$ is the nonlinear coupling term representing the demanded electrical power of $i$-th generator described as:

$$
\begin{equation*}
\mathbf{f}_{i}(\boldsymbol{\delta})=-\sum_{j=1 ; j \neq i}^{n} \mathbf{K}_{i j} \sin \left(\boldsymbol{\delta}_{i}-\boldsymbol{\delta}_{j}-\boldsymbol{\gamma}_{i j}\right) . \tag{5.30}
\end{equation*}
$$

The constant terms of $\mathbf{K}_{i j}, \boldsymbol{\gamma}_{i j}$, and $\mathbf{F}_{i}$ depend on the solution of power flow equations. It is hereby assumed that under equilibrium, $\mathbf{F}_{i}=\mathbf{f}_{i}(\boldsymbol{\delta})$. Whenever there is any variation between the two, their difference is compensated by either decreasing or increasing the rotor's angular momentum, which results in the transient phenomenon. Thus, the transient behavior of the power grid network is given by the solution of (5.29) under the assumption that all nodes are considered as PV nodes. However, this condition is relaxed for a general setup containing both generator and load buses resulting in the following generalized form:

$$
\begin{align*}
\alpha_{i}\left(\frac{2 \mathbf{H}_{i}}{\boldsymbol{\omega}_{R}} \frac{d^{2} \boldsymbol{\delta}_{i}}{d t^{2}}\right. & \left.+\mathbf{D}_{i} \frac{d \boldsymbol{\delta}_{i}}{d t}-\mathbf{F}_{i}\right)+\left(1+\alpha_{i}\right) p_{i}^{k} \\
& =-\sum_{j=1 ; j \neq i}^{n} \mathbf{K}_{i j} \sin \left(\boldsymbol{\delta}_{i}-\boldsymbol{\delta}_{j}-\boldsymbol{\gamma}_{i j}\right), \tag{5.31}
\end{align*}
$$

where

$$
\alpha_{i}=\left\{\begin{array}{l}
1: \text { Generator bus } \\
0: \text { elsewhere }
\end{array}\right.
$$

and $p_{i}^{k}$ is power consumed at $i^{\text {th }}$ node. Thus, the overall dynamics is governed by (5.31), which is an $n$-dimensional system of second-order differential equations corresponding to generator buses, and algebraic equations associated with load buses.

Although the swing equation for a single oscillator is simple, modeling a realistic power system is challenging due to the large-scale structure of a typical power network that may even span multiple countries. Furthermore, modeling of loads requires the incorporation of their dynamical behavior at different nodes in the network. To address these problems, different modeling techniques have been proposed. Effective network (EN) and synchronous motor (SM) models are of particular interest as they are most commonly used [218]. Both of these are described by (5.29), albeit with different approaches to the interpretation of $\mathbf{F}_{i}$, $\mathbf{K}_{i j}$, and $\boldsymbol{\gamma}_{i j}$. The EN model is a network-reduced model in which the number of nodes is reduced from $n$ to $n_{g}$, where $n_{g}$ represents the number of generators, and the network parameters are described as follows:

$$
\begin{equation*}
\mathbf{F}_{i}=\mathbf{P}_{g i}-|\mathbf{E}|^{2} \mathbf{G}_{i j}, \quad \mathbf{K}_{i j}=\left|\mathbf{E}_{i} \mathbf{E}_{j} \mathbf{Y}_{i j}\right|, \quad \boldsymbol{\gamma}_{i j}=\boldsymbol{\lambda}_{i j}-\frac{\pi}{2}, \tag{5.32}
\end{equation*}
$$

where $\mathbf{P}_{g i}$ is the steady-state electrical power output of $i$ th generator. $\mathbf{Y}_{i j}$ is the corresponding element of the admittance matrix between the generator terminal nodes obtained by eliminating the load nodes through Kron reduction, $\mathbf{G}_{i j}$ is its real part and $\boldsymbol{\lambda}_{i j}$ is its argument. The admittance network may not have a complete graph topology due to the reduction. $\mathbf{E}$ is the voltage at the internal node of the generator behind the transient reactance.

The SM model, on the other hand, represents each load as a synchronous motor or as a generator with negative mechanical power. Thus, the admittance network has the topology of a complete graph as all generators and motors (loads) are accounted for. The parameters are defined by the same equation (5.32) of the EN model, although with a different meaning of the symbols. The internal voltage $\mathbf{E}_{i}$ is determined for all generators and motors, so is $\mathbf{F}_{i}$. The SM model has been used to study the network topology of the European power grids and minimum coupling strength required for synchronization [192].

Next, we consider both the EN and SM models after transformation to firstorder systems as follows:

$$
\begin{align*}
\dot{\boldsymbol{\delta}}_{i} & =\boldsymbol{\omega}_{i},  \tag{5.33a}\\
\boldsymbol{\omega}_{i} & =-\frac{\mathbf{D}_{i}}{2 \mathbf{H}_{i}} \boldsymbol{\omega}_{i}+\frac{\boldsymbol{\omega}_{R}}{2 \mathbf{H}_{i}} \mathbf{F}_{i}+\frac{\boldsymbol{\omega}_{R}}{2 \mathbf{H}_{i}} \mathbf{f}_{i}(\boldsymbol{\delta}),
\end{align*}
$$

where $\boldsymbol{\omega}_{i}$ is the frequency at $i$ th node. We used the IEEE 118 and IEEE 300 bus systems as our test models. All the parameters of the IEEE 118 and 300 bus system models were generated using MATLAB toolbox MATPOWER 6.0 [315], and pg_sync_models [218] ${ }^{1}$. The number of oscillators and size of original and reduced models along-with the CPU times for the two bus models are enlisted in Table 5.1

Table 5.1: Different parameters of original and reduced models for the two IEEE bus systems

| Bus system | Config. | No. of <br> oscillators | FOM Size <br> \& CPU time | ROM Size <br> \& CPU time |
| :--- | :---: | :---: | :---: | :---: |
| IEEE-118 | EN | 54 | $108(24.3 s)$ | $20(12.53 s)$ |
|  | SM | 118 | $236(52.8 s)$ | $20(20.98 s)$ |
| IEEE-300 | EN | 69 | $138(37.56 s)$ | $25(17.38 s)$ |
|  | SM | 300 | $600(995.5 s)$ | $25(280.2 s)$ |

The reduction of (5.33 was performed using NLMM-DMD described in Sec. 4.3. NLMM was used via Algorithm 4 by selecting the training signal thorough a single

[^2]signal generator selected as $\dot{\boldsymbol{\zeta}}(t)=5 \sin (2 \pi t)$ with $K=40$ and $t_{k} \in[020]$. This choice of the signal generator was expected to capture both the transient and steady-state behavior of the system. For the application of DMD, Algorithm 6 was employed, and the nonlinearity was approximated with $m_{D}=25$ modes.


Figure 5.2: Top row: Output response for the full and reduced models of the IEEE 118 bus system (inset: error profile of NLMM-DMD ROM), Bottom row: Output response for the full and reduced models of the IEEE 300 bus system (inset: error profile of NLMM-DMD ROM)

$$
\begin{aligned}
& \rightarrow-\text { POD-DEIM (IEEE-300 SM) }-\downarrow \text { NLMM-DMD (IEEE-300 SM) } \\
& \square \text { POD-DEIM (IEEE-118 SM) }-\checkmark \text { NLMM-DMD (IEEE-118 SM) } \\
& -\square \text { POD-DEIM (IEEE-300 EN) }-\square \text { NLMM-DMD (IEEE-300 EN) } \\
& -\nabla \text { POD-DEIM (IEEE-118 EN) } \\
& -\nabla^{*}
\end{aligned} \text { NLMM-DMD (IEEE-118 EN) }
$$



Figure 5.3: Comparison of the simulation times between NLMM-DMD method and POD-DEIM for two IEEE bus systems; (left) offline time (right) online time

The output responses (average of rotor angle $(\boldsymbol{\delta})$ ) of the original and NLMMDMD reduced models are presented in Fig. 5.2 along with point-wise error. It is seen that the reduced model captures the dynamics of the original nonlinear model with high accuracy. A quantitative comparison of NLMM-DMD framework with POD-DEIM is depicted in Fig. 5.3. As expected, the offline CPU times of NLMM are always less than POD for different sizes of ROMs. Similar is true for the online evaluation of ROMs via DMD method over the DEIM.

To further test the validity of the reduced models, we considered a more practical scenario, i.e., we tested the performance of the ROMs for different fault scenarios of the SM model of the IEEE 118 bus system (cf. Fig 5.4) which are discussed as follows.


Figure 5.4: Single line diagram of IEEE 118 bus system
(i) Case I: A generator outage

In the first scenario, we simulated a generator outage connected at $89^{t h}$ bus (cf. Fig. 5.4). The fault was induced at time $t=1 s$ and the system was able to recover after disturbances. The average velocities (large) of full-order and reduced-order system are shown in Fig. 5.5 along with the error profile. It is seen that the reduced model faithfully captures the transient as well as the steady-state profile of the original response with a high approximation. A comparison of the elapsed CPU times with POD-DEIM along-with $\mathcal{L}_{2}$ error is presented in Table 5.2.


Figure 5.5: First Scenario: Average angular velocities of the full-order and reduced system of the IEEE 118 bus system. Inset: absolute error of the reduced model

## (ii) Case-II: A self-clearing 3 -phase fault at bus-II

Next, a 3-phase fault was induced at at bus-II of the IEEE 118 bus system at $t=1 \mathrm{~s}$, and cleared at $t=2.5 \mathrm{~s}$, with a clearing time of 1500 ms . Figure 5.6 shows the response of the large angular velocities of the faulty and the neighboring buses. The high-fidelity solution is shown by solid lines and the reduced solution by dashed lines; the absolute error is also shown as an inset in the same figure. As confirmed by the small values of absolute errors from Table 5.2, the two-time histories are indistinguishable from each other. As expected, the CPU times of reduced model obtained via NLMM-DMD method is much lower than POD-DEIM, as discussed earlier.


Figure 5.6: Second Scenario: Angular velocities of the buses I-III of the IEEE 118 bus system. Solid lines represent the full-models and dashed-lines represent the reduced-models. Inset: absolute errors between the original and reduced models

## (iii) Case III: 3-phase fault followed with line tripping

Finally, a 3 -phase fault was simulated at lines I and II of the IEEE-118 bus system, occurring at $t=1 \mathrm{~s}$. Then, at $t=2.5 \mathrm{~s}$ (after 1500 ms ), the fault was manually cleared by isolating the faulty line from the rest of the system. This depicts the most typical fault isolation method in power systems. Figure 5.7 demonstrates this scenario with the same color coding as the previous case. We notice that after the fault is isolated, the system is able to recover and this was very effectively captured by the reduced model.


Figure 5.7: Third Scenario: Angular velocities of the buses I-III of the IEEE 118 bus system. Solid lines represent the full-models and dashed-lines represent the reduced-models. Inset: absolute errors between the original and reduced models

Table 5.2: Comparison of the CPU times and relative errors for different fault scenarios in IEEE 118 bus system: $n=236, r=20, m_{d}=m_{D}=30$

|  | method | offline <br> time $(\mathrm{s})$ | online <br> time $(\mathrm{s})$ | total CPU <br> time $(\mathrm{s})$ | $\mathcal{L}_{2}-$ norm <br> error |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Fault | FOM | - | - | 59.37 | - |
|  | POD-DEIM | 59.37 | 15 | 74.37 | $5.7 e^{-4}$ |
|  | NLMM-DMD | 11.20 | 4.27 | 15.47 | $2.3 e^{-4}$ |
| Fault | FOM | - | - | 52.02 | - |
|  | POD-DEIM | 52.02 | 8.51 | 60.53 | $5.7 e^{-3}$ |
|  | NLMM-DMD | 16.62 | 3.20 | 19.82 | $1.3 e^{-3}$ |
| Fault | FOM | - | - | 69.96 | - |
|  | POD-DEIM | 69.9 | 13.01 | 82.91 | $5.6 e^{-4}$ |
|  | NLMM-DMD | 6.15 | 4.51 | 10.65 | $7.7 e^{-4}$ |

Next, we will consider the direct reduction of second-order model (5.13) using SONLMM-DEIM. This will preserve the second-order structure of the original model resulting in a second-order ROM of the form (5.15).

### 5.5.2 Ring-Grid model

The numerical setup considered here represents a "Ring-Grid" network having $n$-generators connected to an infinite bus (cf. Fig. 5.8). The governing dynamics are represented by (5.29). The reference node (slack node) is connected to the generators and is modeled as an infinite bus. It is assumed that both $|\mathbf{E}|$ and $\boldsymbol{\delta}$ are known apriori at the reference node. Furthermore, the following assumptions are made for simplicity (as given in Ref. [196]):

1. The network is loss-less.
2. The length of the transmission line connecting all the generators to the infinite bus is much larger than the lengths of lines between the individual generators. This ensures the least interaction between the generators and the infinite bus.
3. The length of transmission lines between the infinite bus and all the generators is the same.
4. The length of transmission lines between the generators is also the same.


Figure 5.8: Diagrammatic visualization of a Ring-Grid network with $n$-generators (represented by green circles) connected to an infinite bus

Using the assumptions as above, the nonlinear term in (5.29) is modified as follows:

$$
\begin{equation*}
\mathbf{f}_{i}(\boldsymbol{\delta})=b_{1} \sin \left(\boldsymbol{\delta}_{i}\right)+b_{2}\left[\sin \left(\boldsymbol{\delta}_{i}-\boldsymbol{\delta}_{i+1}\right)+\sin \left(\boldsymbol{\delta}_{i}-\boldsymbol{\delta}_{i-1}\right)\right] \quad i=1,2, \ldots, n \tag{5.34}
\end{equation*}
$$

where $b_{1}$ represents the line susceptance between the generators and slack node, and $b_{2}$ is the line susceptance between two connected generators. The various model parameters used in the study are taken from [196] and are enlisted in Table 5.3.

Table 5.3: Ring Grid model: Parameters

| Symbol | Description | Value |
| :---: | :--- | ---: |
| $h_{i}$ | Mass of each alternator | 1 pu |
| $d_{i}$ | Damping of each alternator | 0.25 pu |
| $F_{i}$ | Power generated by <br> each alternator | 0.95 pu |
| $b_{1}$ | Susceptance between alternator | 1 pu |
|  | and reference node |  |
| $b_{2}$ | Susceptance between connected <br> $n$ | 100 pu |
| alternators $^{\text {Number of alternators }}$ | 1000 |  |

Three different test cases were simulated by solving the FOM ( $\sqrt{5.29}$ ), and the corresponding reduced models were obtained using SONLMM-DEIM via Algorithm 9. The FOMs and ROMs were integrated using a fully implicit second-order Euler's scheme ${ }^{2}$ with a step size of $\delta t=0.01 \mathrm{~s}$. For comparison, POD ROM was used as reference. The numerical results are presented in Fig. 5.9 and Table 5.4. The three test cases are defined as follows:
(i) Case-I: All nodes starting from an under perturbation condition

For this scenario, all the nodes started from a non-equilibrium value $\boldsymbol{\delta}_{i}=0.8$. The reduced basis via SONLMM was obtained using Algorithm 9 with $i=$ $1, k=50$. The training input was generated by the exogenous system /signal generator $\boldsymbol{\zeta}(t)=10 \sin (\pi t+50)$. For the application of DEIM, Algorithm 3 was used with $m_{D}=10$. It is observed that the SONLMM-DEIM ROM was equally effective in approximating the original response like the POD with less computational times.
(ii) Case-II: All nodes starting from an over perturbation condition

Next, we simulated the case where all the nodes start from a non-equilibrium value of $\boldsymbol{\delta}=1.12$, which corresponds to an over-perturbed scenario. It is seen that POD requires a basis time more than that of FOM due to the calculation of expensive snapshots matrix followed by SVD of a big matrix.

[^3]On the contrary, SONLMM-DEIM resulted in $\approx 96 \%$ reduction in offline time and around $50 \%$ reduction in online time.
(iii) Case-III: All nodes starting from equilibrium condition

Finally, we considered the case where all the nodes start from the equilibrium point of $\boldsymbol{\delta}_{i}=1$. All the parameters regarding SO-NLMM and DEIM are kept the same as the previous cases. Again, SONLMM-DEIM performed better than POD in terms of computational time, however POD produced a more accurate approximation of the FOM.



Figure 5.9: Left: Average of $\boldsymbol{\delta}$ of the FOM and SONLMM-DEIM ROM for three test case scenarios, Right: error profile of the ROMs for the three cases

Table 5.4: Ring Grid model: Comparison of ROMs for the three test cases


### 5.6 Chapter Summary

In this chapter, we focused on the reduction of large-scale models in second-order form. First, we discussed the reduction of linear second-order models via momentmatching and the associated methods. Then, we described the notion of secondorder moments for nonlinear systems. We derived the second-order Sylvester equation and employed simplifications from 295 for approximated moment-matching. Then, we discussed how DEIM could be used with SONLMM to obtain an efficient framework for second-order models. Finally, we validated the theory on certain power system models.

It can be concluded that SONLMM-DEIM is an efficient framework than POD. However, the performance of SONLMM-DEIM depends on the choice of signal generator employed. Thus, the signal generator chosen should excite the important dynamics of the system under study or constitute the representative eigen functions of the nonlinear system.

In the future, a more robust SONLMM can be derived where the choice of the signal generator becomes less heuristic and more automatic. Furthermore, a data-driven method such as DMD can be used instead of DEIM to reduce online time in a non-intrusive setup.

## Part III

## Nonlinear Parametric State-Space Systems

## Chapter 6

## Parametric Nonlinear Model Order Reduction

So far, in this thesis, we have discussed the reduction of large-scale nonlinear systems via moment-matching without any parametric dependencies. However, dynamical systems expressed as parameterized partial differential equations are ubiquitous in all branches of engineering and applied sciences. While standard MOR techniques are not robust to parametric variations, the process is exacerbated for large-scale problems with implicit parameter dependence. This part of the thesis will focus on large-scale models with parametric dependencies. Starting with this chapter, we lay the foundations of parametric model order reduction (PMOR) techniques and discuss a novel framework to obtain parametric reducedorder models (PROMs) that aim to preserve these parametric dependencies in the reduced models. We will demonstrate the theory on some nonlinear benchmark models, and towards the end of the chapter, we will provide some discussions and future perspectives.

### 6.1 Overview of parametric MOR

Parametric MOR aims to characterize system response for a broad class of problems for which the equations representing the system dynamics depend on a set of parameters. These parameters may enter the models in various ways, such as system geometry, material properties, system configuration, varying boundary, and initial conditions. This parametric dependence presents a unique set of challenges for MOR. Since a reduced model is usually obtained by solving the expensive full model, thus, one cannot afford to construct a new reduced model every time a parameter is changed. This requires repeated simulations or measurements of the full model for every parameter value, making untenable demands on computational resources and unfeasible design process. In addition, parametric dependencies don't always remain symbolically present in large-scale models. For example, in the finite element (FE) method, the geometric features are often
lost in the preprocessing meshing stage. As such, a new FE model is needed for every new parametric variation. Hence, the desired approach is to develop parametric MOR techniques to construct parametric reduced models that preserve the parametric dependency as symbolic variables and, at the same time, require lesser computational demands. The aim of PMOR is therefore two-fold;

1. To construct parametric ROM that approximates the original full-order dynamical system with high-fidelity over a range of parameters.
2. The parametric ROM should be computationally tractable to handle.

We begin by considering a class of large-scale nonlinear parametric systems represented in state-space form as:

$$
\begin{align*}
\dot{\mathbf{x}}(t) & =\mathcal{N}(\mathbf{x}(t), \mathbf{u}(t): \boldsymbol{\mu})  \tag{6.1}\\
\mathbf{y}(t) & =\mathcal{G}(\mathbf{x}(t))
\end{align*}
$$

Here $t \in[0, T]$ denotes the time with final time $T \in \mathbb{R}_{+}, \mathbf{x}(t) \in \mathbb{R}^{n}$ represent timedependent parameterized state as the solution of (6.1), $n$ being the dimension of the state-space model, $\mathbf{u} \in \mathbb{R}^{m}$ is the input (excitation) vector, $\mathbf{y}(t) \in \mathbb{R}^{p}$ is the measurement (observation) vector, $\boldsymbol{\mu} \in \mathcal{P} \subset \mathbb{R}^{q}$ is the input parameter vector, representative of physical variables characterizing an operating point, where the parameter space $\mathcal{P}$ represents a closed and bounded subset of the Euclidean space $\mathbb{R}^{q}, q \geq 1, \mathcal{N}(): \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{q} \rightarrow \mathbb{R}^{n}$ and $\mathcal{G}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ represent the two nonlinear parametric mappings.

Parametric MOR seeks to replace such high-fidelity models by reduced models that feature a dramatically lower computational complexity yet retaining the most essential features of the map $\mathcal{N}$ and guaranteeing that the error between the solution of the reduced model and the original one stays below the desired value. The reduced model is usually obtained by applying a (Petrov) Galerkin projection method (cf. Section 2.1.1) that enforces the dynamics to evolve on a low-dimension subspace ( $r \ll n$ ) of original state space, with:

$$
\begin{align*}
\dot{\mathbf{x}}_{\mathbf{r}}(t) & =\mathbf{W}^{T} \mathcal{N}_{r}\left(\mathbf{V} \mathbf{x}_{\mathbf{r}}(t), \mathbf{u}(t): \boldsymbol{\mu}\right),  \tag{6.2}\\
\mathbf{y}_{r}(t) & =\mathcal{G}_{r}\left(\mathbf{V} \mathbf{x}_{\mathbf{r}}(t)\right),
\end{align*}
$$

where $\mathbf{x}_{\mathbf{r}}=\mathbf{V}^{\mathbf{T}} \mathbf{x} \in \mathbb{R}^{r}$ is the reduced state vector and $\mathbf{V}, \mathbf{W} \in \mathbb{R}^{n \times r}$ are the orthogonal projection matrices. It should be noted here that the idea behind PMOR is to allow any parameter variation in reduced subspace itself without having to repeat the reduction step i.e, the ROM derived should permit any parametric changes and at the same time should have a low computational requirement than the full order model.

Parametric MOR has seen a prominent success in recent years. For example, parametric reduced models are used to effectively capture the coupled structural and fluid dynamic behavior of aeroelastic performance of an aircraft over a range of flight conditions [8, 186, 231]. This has enabled rapid characterization of aircraft's flight conditions, calculations that would instead require weeks of computational time. Reduced parametric models have also been involved in the design and synthesis of semiconductor devices, see, e.g., Lee et al. [182], and Feng et al. [113, 111]. In control design, it is often desired to avoid designing a new controller every time a system parameter is changed, which otherwise can result in an unmanageable online controller. As such, significant contributions have emerged in this direction [233, 153, 7]. Furthermore, design and control also involve optimizations, in which the optimal configuration concerning a particular performance objective (e.g., minimal energy, maximum throughput, etc.) is needed. This requires repeated runs for varying parameter configurations. Thus, parametric ROMs play a crucial role in optimizations [34, [105, 312]. A combination of model reduction and domain decomposition has been developed for shape optimizations optimal control [12, 13]. Uncertainty qualification is another domain in which repeated model evaluations are required, e.g., in Monte Carlo sampling [65, 97], or PDEs with random coefficients [101.

Some of the famous PMOR methods include rational interpolation methods such as tangential interpolation method [47], moment-matching methods for parametric systems [51, 113, 160], balanced truncation methods [39], proper orthogonal decomposition (POD) based methods [232, 193], reduced basis (RB) method [251], and parametric MOR by matrix interpolation [224] for linear systems. The different strategies employed in these methods are discussed next.

### 6.2 Different strategies for generating parametric ROMs

In the following, we provide a brief survey of different strategies for constructing parameterized reduced models. Many of these methods are broadly applicable with any reduction approaches discussed in previous chapters. We consider $\boldsymbol{\mu}$ as the parameter of interest which belongs to a single domain $\mathcal{P} \subset \mathbb{R}^{q}$. However, various studies have adopted the strategy to first split $\mathcal{P}$ into multiple subdomains and then construct ROMs in each subdomain [10, 95, 99, 147, [228, 303].

### 6.2.1 Global basis approach

This class of methods construct a single pair of basis matrices $\mathbf{V}$ and $\mathbf{W}$ by sampling information over a range of parameters to produce near interpolants across the needed range of parameter values. The ROM takes the form as in (6.2). One of the common practices to obtain the global basis $\mathbf{V}$ and $\mathbf{W}$ is to concatenate the local basis matrices obtained for several parameter samples $\boldsymbol{\mu}_{i}: i=1,2, \ldots, q$.

Let $\mathbf{V}_{1}, \ldots, \mathbf{V}_{q}$ and $\mathbf{W}_{1}, \ldots, \mathbf{W}_{q}$ be the local basis matrices obtained at $\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{q}$, then global version of $\mathbf{V}$ and $\mathbf{W}$ are constructed as:

$$
\mathbf{V}=\left[\begin{array}{lll}
\mathbf{V}_{1}, & \mathbf{V}_{2}, \cdots & \mathbf{V}_{q}
\end{array}\right] \text { and } \mathbf{W}=\left[\begin{array}{lll}
\mathbf{W}_{1}, & \mathbf{W}_{2}, \cdots & \mathbf{W}_{q} \tag{6.3}
\end{array}\right] .
$$

Note that, it is very likely that the local matrices may contain similar components, resulting in possible rank-deficient global basis matrices $\mathbf{V}$ and $\mathbf{W}$. To circumvent this issue, the concatenation step is frequently followed by an SVD or a rank revealing QR factorization. This eliminates the rank-deficient components from $\mathbf{V}$ and $\mathbf{W}$, resulting in global basis matrices with orthonormal columns. It is also worth noting that, while theoretically, it does not matter whether the local matrices $\mathbf{V}_{i}$ and $\mathbf{W}_{i}: i=1,2, \ldots, q$ are orthogonalized before the concatenation step as the reduced model is calculated by the range and not by a specific basis.

Any of the approaches discussed in Chapters 3 and 4 can be used to obtain the local basis matrices. The technique of choice, however, leads to distinct attributes in the reduced model. For instance, in linear parametric systems, the concatenation method is beneficial when the local basis matrices are constructed using the rational interpolation methods described in Section 2.2.6. According to Theorem 2.8, yet after concatenation, if the SVD performed on the concatenation matrices removes only the zero singular values, the resulting reduced model interpolates the original model at every parameter interpolation point and frequency combination used while constructing the local bases. This is in contrast to, say, if the local basis is obtained via the balanced truncation method. Therein, the result of the concatenation of basis no longer guarantees the reduced model to be balanced at parameter value $\boldsymbol{\mu}_{i}$. Nevertheless, because the reduced subspace retains the essential basis truncation information of the individual parameters, the concatenation of local balanced basis may still provide a decent reduced parametric model.

### 6.2.2 Local bases approach

Another possible and widely adopted approach is to construct several local basis matrices by sampling the parametric space at points $\boldsymbol{\mu}_{i}: i=1, \ldots, q$. After collecting the local basis matrices $\mathbf{V}_{i}$ and $\mathbf{W}_{i}$ at these samples, one can proceed by either interpolating the local bases, the local reduced models, or local transfer functions (in case of linear systems). However, care has to be taken during interpolation. For instance, while interpolating local bases, a straightforward interpolation of entries in basis vectors might result in an interpolated quantity that doesn't retain desirable attributes. As pointed out in Ref. [8, the quantity to be interpolated should be the underlying subspace rather than the local basis. As a result, an improved technique interpolates the subspace belonging to $\mathbf{V}_{i}$ and $\mathbf{W}_{i}$ on a tangent space to a manifold of these subspaces tailored to preserve desired properties 8]. However, this method has a disadvantage that a new basis matrix for a new parameter $\boldsymbol{\mu}^{*}$ requires the evaluation of terms like $\mathbf{W}^{T} \mathbf{E}\left(\boldsymbol{\mu}^{*}\right) \mathbf{V}$ and $\mathbf{W}^{T} \mathbf{A}\left(\boldsymbol{\mu}^{*}\right) \mathbf{V}$ which depend on original system dimension $n$, making the operations expensive. This issue has
been addressed for affine parametric dependence in Ref. [273] wherein the terms that do not depend upon the parameters are precomputed beforehand. However, a feasible approach to treat the general nonaffine case is to interpolate reduced state-space components rather than the basis matrices themselves. This approach is adopted in Refs. [6, 9, 91, 189, 224]. In the following, we discuss the application of parametric MOR via matrix interpolation in nonlinear systems.

### 6.3 Nonlinear parametric MOR using matrix interpolatory framework

Parametric MOR via matrix interpolation for linear systems was first described by Panzer et al. [224, 129], and recently for nonlinear systems in Ref. [240]. The overall scheme consists of two main stages: the offline stage and the online stage. The offline stage is usually the most expensive one and requires a high computation requirement. The online stage, on the other side, is desired to be cost-effective to meet the requirements for real-time applications. During the offline stage, the parametric PDE is discretized in spatial domain using the usual finite difference (FD), finite elements or finite volume (FV) scheme. The discretization is carried out at different parametric instances $\boldsymbol{\mu}_{i}: i=1,2, \ldots, q$ to obtain a large-scale family of non-parametric models given as:

$$
\begin{align*}
\dot{\mathbf{x}}_{i}(t) & =\mathcal{N}_{i}\left(\mathbf{x}_{i}(t), \mathbf{u}(t)\right),  \tag{6.4a}\\
\mathbf{y}_{i}(t) & =\mathcal{G}_{i}\left(\mathbf{x}_{i}(t)\right) . \tag{6.4b}
\end{align*}
$$

These large-scale models are then reduced by any nonlinear reduction scheme like snapshots based methods including proper orthogonal decomposition (POD) [306], dynamic mode decomposition (DMD) [241], singular value decomposition (SVD) [279]. Methods based on variational analysis [47, 112], or linearizations such as trajectory piece-wise linear method (TPWL) [249, bilinearization method [33, 231], quadratic method [81], or interpolatory/moment-matching methods, proposed in Refs. [237, 242, 239, 239, 25, 24] can also be used.

After constructing the local projection matrices $\mathbf{V}_{i}$ and $\mathbf{W}_{i}$ corresponding to each full-model, a family of reduced models can be then obtained as follows:

$$
\begin{align*}
\dot{\mathbf{x}}_{r, i}(t) & =\mathbf{W}_{i}^{T} \mathcal{N}_{i}\left(\mathbf{V}_{i} \mathbf{x}_{r, i}(t), \mathbf{u}(t)\right),  \tag{6.5a}\\
\mathbf{y}_{r, i}(t) & =\mathcal{G}_{i}\left(\mathbf{V}_{i} \mathbf{x}_{r, i}(t)\right), \tag{6.5b}
\end{align*}
$$

where $\mathbf{x}_{r, i} \in \mathbb{R}^{r}, \mathbf{V}_{i}, \mathbf{W}_{i} \in \mathbb{R}^{n \times r}, i=1,2, \ldots, q$.
Furthermore, the underlying nonlinearity in these models can be efficiently evaluated using hyperreduction schemes such as empirical interpolation method (EIM) [36], DEIM 80], best point method [217], the missing point estimation method [28] or the DMD method (as described in Chapter 4). Using the DEIM
via Algorithm 3, the resulting model takes the form:

$$
\begin{align*}
& \dot{\mathbf{x}}_{r, i}(t)=\boldsymbol{\beta}_{i, \mathrm{DEIM}} \mathcal{N}_{i}\left(\boldsymbol{\gamma}_{i, \mathrm{DEIM}} \mathbf{x}_{r, i}(t), \mathbf{u}(t)\right),  \tag{6.6a}\\
& \mathbf{y}_{r, i}(t)=\mathcal{G}_{i}\left(\mathbf{V}_{i} \mathbf{x}_{r, i}(t)\right) \tag{6.6b}
\end{align*}
$$

where the terms $\boldsymbol{\beta}_{i, \text { DEIM }}=\mathbf{W}_{i}^{T} \mathbf{U}_{\mathbf{d} i}\left(\mathbf{P}_{i}^{T} \mathbf{U}_{\mathbf{d} i}\right)^{-1} \in \mathbb{R}^{r \times m_{d}}$ and $\gamma_{i, \text { DEIM }}=\mathbf{P}_{i}^{T} \mathbf{V}_{i} \in$ $\mathbb{R}^{m_{d} \times r}$ are both independent of $n$ and hence can be precomputed. Note that each projection basis $\mathbf{V}_{i}, \mathbf{W}_{i}, \mathbf{U}_{\mathbf{d} i}, \mathbf{P}_{i}$ is obtained independently for each parametric variation $\boldsymbol{\mu}_{i}: i=1,2, \ldots, q$. Now, in order to obtain the reduced model for any new parametric choice outside the training set, we proceed with the interpolation of the local neighboring models.

A natural choice would be to take the weighted sum of the nearest neighbors. This choice of interpolation is equivalent to summing up their underlying systems of ODEs, and can be inaccurate if the respective state variables represent different physical quantities. Thus, for a meaningful interpolation of system matrices, the states of the reduced system have to be described in a generalized coordinate system by relating basis $\mathbf{V}_{i}$ to a reference basis. This is achieved by the state transformations $\mathbf{x}_{r, i}=\mathbf{T}_{i}^{-1} \mathbf{x}_{r, i}^{*}$ followed by pre-multiplying the matrix $\mathbf{M}_{i} \in \mathbb{R}^{r \times r}$ from the left which leaves the input-output behavior unchanged, i.e.,

$$
\begin{align*}
\mathbf{x}_{r, i}^{*} & =\underbrace{\mathbf{M}_{i} \boldsymbol{\beta}_{i, \mathrm{DEIM}}}_{\mathbf{\Psi}_{r, i}^{*}} \mathcal{N}_{i}(\underbrace{\boldsymbol{\gamma}_{i, \mathrm{DEIM}} \mathbf{T}_{i}^{-1}}_{\boldsymbol{\Omega}_{r, i}^{*}} \mathbf{x}_{r, i}^{*}(t), \mathbf{u}(t)),  \tag{6.7a}\\
\mathbf{y}_{i}(t) & =\mathcal{G}_{i}(\underbrace{\mathbf{V}_{i} \mathbf{T}_{i}^{-1}}_{\boldsymbol{\eta}_{r, i}^{*}} \mathbf{x}_{r, i}^{*}(t)), \tag{6.7b}
\end{align*}
$$

where matrices $\mathbf{M}_{i}=\left(\mathbf{V}_{i}^{T} \mathbf{R}\right)^{-1}, \mathbf{T}_{i}^{-1}=\mathbf{R}^{T} \mathbf{V}_{i}$ and the matrix $\mathbf{R} \in \mathbb{R}^{n \times r}$ represents the universal subspace which contains $r$ dominant directions of evolution. The columns of matrix $\mathbf{R}$ are constructed by first stacking all the local projection matrices in a single matrix $\mathbf{V}_{\text {cat }}=\left[\mathbf{V}_{1}, \mathbf{V}_{2}, \ldots \mathbf{V}_{q}\right] \in \mathbb{R}^{n \times(q \times r)}$ and then taking its SVD to retain $r$ most significant directions.

During the online mode, the interpolated reduced model, for any new test parameter $\boldsymbol{\mu}^{*}$ selected outside the training set, is obtained by taking the weighted sum of the adjusted neighboring reduced-models as follows:

$$
\begin{align*}
& \dot{\mathbf{x}}_{r}^{*}(t)=\mathbf{\Psi}_{r}^{*}\left(\boldsymbol{\mu}^{*}\right) \mathcal{N}_{r}\left(\boldsymbol{\Omega}_{r}^{*}\left(\boldsymbol{\mu}^{*}\right) \mathbf{x}_{r}^{*}(t), \boldsymbol{\mu}(t)\right)  \tag{6.8a}\\
& \mathbf{y}_{r}(t)=\mathcal{G}_{r}\left(\boldsymbol{\eta}_{r}^{*}\left(\boldsymbol{\mu}^{*}\right) \mathbf{x}_{r}^{*}(t)\right) \tag{6.8b}
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{\Psi}_{r}^{*}\left(\boldsymbol{\mu}^{*}\right)=\sum_{i=1}^{q} \omega_{i}(\boldsymbol{\mu}) \boldsymbol{\Psi}_{r, i}^{*}, \quad \boldsymbol{\Omega}_{r}^{*}\left(\boldsymbol{\mu}^{*}\right)=\sum_{i=1}^{q} \omega_{i}(\boldsymbol{\mu}) \boldsymbol{\Omega}_{r, i}^{*}, \quad \boldsymbol{\eta}_{r}^{*}\left(\boldsymbol{\mu}^{*}\right)=\sum_{i=1}^{q} \omega_{i}(\boldsymbol{\mu}) \boldsymbol{\eta}_{r, i}^{*} \tag{6.9}
\end{equation*}
$$

and where

$$
\sum_{i=1}^{q} \omega_{i}(\boldsymbol{\mu})=1, \quad \boldsymbol{\mu} \in \mathcal{P} \subset \mathbb{R}^{q}
$$

The overall scheme is presented in Fig. 6.1


Figure 6.1: Nonlinear parametric MOR via matrix interpolation at a glance

### 6.4 Numerical validation

In the following, we will demonstrate the PMOR strategy on three benchmark parametric nonlinear systems (i) Nonlinear 1D Burgers' equation, (ii) Nonlinear 2D Burgers' equation, and (iii) 1D Reaction-Diffusion equation.

### 6.4.1 Nonlinear 1D Burgers' equation

To test the parametric scheme, we first considered the one-dimensional, parabolic, quasi-linear, viscous Burgers' equation:

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial t}(\mathbf{x}, t)+\mathbf{u}(\mathbf{x}, t) \frac{\partial \mathbf{u}}{\partial \mathbf{x}}(\mathbf{x}, t)=\frac{1}{R e}\left(\frac{\partial^{2} \mathbf{u}}{\partial \mathbf{x}^{2}}(\mathbf{x}, t)\right) \quad \mathbf{x} \in(0, L), t \in[0, T] \tag{6.10}
\end{equation*}
$$

subject to the following initial and boundary conditions:

$$
\begin{align*}
\mathbf{u}(\mathbf{x}, 0) & =1-\sin ((2 \pi / L) \mathbf{x})  \tag{6.11a}\\
\mathbf{u}(0, t) & =\mathbf{r}(t) ; \frac{d \mathbf{u}}{d \mathbf{x}}(L, t)=0 . \tag{6.11b}
\end{align*}
$$

After a semi-discretization using finite difference scheme with $n$ grid points, we obtained the following quadratic-bilinear structure of the state-space model:

$$
\begin{equation*}
\dot{\mathbf{x}}(t)=\mathbf{A} \mathbf{x}(t)+\mathbf{H}(\mathbf{x}(t) \otimes \mathbf{x}(t))+(\mathbf{N} \mathbf{x}(t)+\mathbf{B}) \mathbf{r}(t) \tag{6.12}
\end{equation*}
$$

where $\mathbf{x}(t) \in \mathbb{R}^{n}$ and $(\mathbf{x} \otimes \mathbf{x})$ is the Kronecker product. The matrices $\mathbf{A}, \mathbf{H}$, and $\mathbf{N}$ can be seen in Appendix (A.1). A single control input $\mathbf{r}(t)$ was applied on the left boundary and the desired output was measured on the right boundary. The various parameters used during the simulation are enlisted in Table 6.1

Table 6.1: 1D Burgers' equation: Parameters of the selected scenarios

| Method | Parameters |
| :--- | :--- |
| Full model | $n=500, L=1, t \in[0,3 s], d t=0.01 s, \mu=[0,1]$ |
| ROM $_{d}$ | NLMM: $r=20, \dot{\boldsymbol{\zeta}}(t)=\tanh (t)+5 e^{-4}, i=1, K=101$ |
| Test input | DEIM: $m_{d}=10, n_{s}=250$ |
| $\mathbf{r}(t)=0.5(\cos (2 \pi / 10) t)$ |  |

Table 6.2: 1D Burgers' equation: Weights and neighboring samples for the two test viscosity values

| Test Sample <br> Point | Neighboring <br> Sample Points | weights <br> chosen |
| :---: | :---: | :---: |
| $\mu_{1}=0.857$ | $0.78 \& 0.89$ | $\omega_{1}=0.3, \omega_{2}=0.7$ |
| $\mu_{2}=0.186$ | $0.12 \& 0.23$ | $\omega_{1}=0.4, \omega_{2}=0.6$ |

Now, ten FD models, with size $n=500$ were generated by varying the viscosity parameter $(\mu=1 / R e)$ between $\mu=0$ and $\mu=1$, using an implicit Euler's scheme $(d t=0.01)$ which is accurate but expensive. The reduced models of size $r=20$ corresponding to each of these models were obtained via NLMM (Algorithm 4). The training signal was provided by a single signal generator $(j=1, K=101)$ with dynamics $\dot{\boldsymbol{\zeta}}(t)=\tanh (t)+5 e^{-4}$ and the nonlinearity was approximated via DEIM (Algorithm 3), with $m_{D}=10$. To test the interpolation scheme, the model at $\mu=0.857$ was obtained by interpolating the neighbouring reduced models at $\mu=0.78$ and $\mu=0.89$ (which took an online CPU time of 4.12 s as compared
to $509 s$ for the FOM ). Another model for $\mu=0.186$ was similarly obtained by interpolating the ROMs at $\mu=0.12$ and $\mu=0.23$ (online CPU time of 4.28s) with appropriately chosen weights as given in Table 6.2. The two test parameters selected, cover the lower and higher range of the parametric space of interest. The directly reduced models $\left(\mathrm{ROM}_{d}\right)$ corresponding to $\mu=0.857$ and $\mu=0.186$ were also stored for the sake of comparison. Figure 6.2 shows the comparison for the output response of 1D Burgers' equation for the two test parameter values and Fig. 6.3 depicts the relative $\mathcal{L}_{2}$ norm errors between the FOM and reduced models. It is seen clearly that the interpolated ROM accurately replicated the response of FOM just like the directly reduced model with relatively less error.


Figure 6.2: 1D Burgers' equation: Comparison of output responses for two test parameter values.


Figure 6.3: 1D Burgers' equation: Comparison of relative $\mathcal{L}_{2}$ norm error between FOM and ROMs for (left) $\mu=0.857$, (right) $\mu=0.186$

### 6.4.2 Nonlinear 2D Burgers' equation

Next, we considered the 2D version of the Burgers' equation. The governing equations are described by the following coupled PDEs:

$$
\begin{align*}
& \frac{\partial \mathbf{u}}{\partial t}+\mathbf{u} \frac{\partial \mathbf{u}}{\partial \mathbf{x}}+\mathbf{v} \frac{\partial \mathbf{u}}{\partial \mathbf{y}}=\frac{1}{R e}\left(\frac{\partial^{2} \mathbf{u}}{\partial \mathbf{x}^{2}}+\frac{\partial^{2} \mathbf{u}}{\partial \mathbf{y}^{2}}\right),  \tag{6.13a}\\
& \frac{\partial \mathbf{v}}{\partial t}+\mathbf{u} \frac{\partial \mathbf{v}}{\partial \mathbf{x}}+\mathbf{v} \frac{\partial \mathbf{v}}{\partial \mathbf{y}}=\frac{1}{R e}\left(\frac{\partial^{2} \mathbf{v}}{\partial \mathbf{x}^{2}}+\frac{\partial^{2} \mathbf{v}}{\partial \mathbf{y}^{2}}\right),  \tag{6.13b}\\
& (\mathbf{x}, \mathbf{y}) \in \Omega=(a, b) \times(c, d), t \in(0, T),
\end{align*}
$$

subject to the initial conditions:

$$
\begin{aligned}
\mathbf{u}(\mathbf{x}, \mathbf{y}, 0) & =\phi_{1}(\mathbf{x}, \mathbf{y}), \\
\mathbf{v}(\mathbf{x}, \mathbf{y}, 0) & =\phi_{2}(\mathbf{x}, \mathbf{y}),
\end{aligned}
$$

and the boundary conditions:

$$
\begin{aligned}
& \mathbf{u}(a, \mathbf{y}, t)=f_{1}(\mathbf{y}, t) ; u(b, \mathbf{y}, t)=f_{2}(\mathbf{y}, t), \\
& \mathbf{u}(\mathbf{x}, c, t)=f_{3}(\mathbf{x}, t) ; u(\mathbf{x}, d, t)=f_{4}(\mathbf{x}, t), \\
& \mathbf{v}(a, \mathbf{y}, t)=g_{1}(\mathbf{y}, t) ; v(b, \mathbf{y}, t)=g_{2}(\mathbf{y}, t), \\
& \mathbf{v}(\mathbf{x}, c, t)=g_{3}(\mathbf{x}, t) ; v(\mathbf{x}, d, t)=g_{4}(\mathbf{x}, t),
\end{aligned}
$$

where $\mathbf{u}(\mathbf{x}, \mathbf{y}, t)$ and $\mathbf{v}(\mathbf{x}, \mathbf{y}, t)$ are the two velocity components. The spatial domain is discretized uniformly into $n_{x}-1$ and $n_{y}-1$ intervals in $\mathbf{x}$ and $\mathbf{y}$ direction, respectively for a $n_{x} \times n_{y}$ grid making the total dimension of the problem $2\left(n_{x}-1\right)\left(n_{y}-1\right)$. The initial and boundary conditions are derived from the exact traveling wave solutions as given in Ref. [115].

$$
\begin{align*}
& \mathbf{u}(\mathbf{x}, \mathbf{y}, t)=\frac{3}{4}-\frac{1}{4[1+\exp ((-4 \mathbf{x}+4 \mathbf{y}-t) R e / 32)]}  \tag{6.14a}\\
& \mathbf{v}(\mathbf{x}, \mathbf{y}, t)=\frac{3}{4}+\frac{1}{4[1+\exp ((-4 \mathbf{x}+4 \mathbf{y}-t) R e / 32)]} \tag{6.14b}
\end{align*}
$$

The finite-difference scheme of 2D Burgers' equation can be seen in Appendix A.2. An input of $r(t)=0.5 \sin (t)$ was applied on the left boundary of $u$ and $v$. Similar to the one-dimensional case, fifteen FD models were generated for a spatial grid size of $30 \times 30$, by varying $R e$ between $R e=0$ and $R e=50$ using a fully implicit scheme Ref. [30], for an equally spaced interval of 0.03 between $[0, T], T=5$. The corresponding reduced models were obtained using $r=15$ NLMM basis constructed via Algorithm 4, for each full-order model and $m_{d}=50$ DEIM basis were generated for approximating the nonlinearity using Algorithm 3. The signal generator with dynamics $\dot{\boldsymbol{\zeta}}(t)=-e^{-t}-0.08$ was chosen to excite the system for $i=1$ and $K=20$ in this case.

During the online stage, the model at $R e=24.64$ was obtained by interpolating the neighbouring reduced models at $R e=21.42$ and $R e=25$ with weights $\omega_{1}=0.1$ and $\omega_{2}=0.9$ respectively which took an online CPU time of 1.8 s as compared to the 84.99 s for the original full model. Figure 6.4 shows the solution of $u$ of directly reduced ROM $\left(\mathrm{ROM}_{d}\right)$ and the interpolated ROM at time-step $n t=50,100$ alongwith the absolute of errors between the two. It is seen that the interpolated performs satisfactorily just like the directly reduced ROM for the test parameter outside the training set.


Figure 6.4: 2D Burgers' equation:Comparison of $\mathbf{u}$ between directly reduced model and the Interp. model at: $($ top $) n t=50,($ bottom $) n t=100$ for $R e=24.64$ in the spatial domain $\Omega=[0,1] \times[0,1]$.

Table 6.3: 2D Burgers' equation: Parameters of the selected scenarios

| Method | Parameters |
| :--- | :--- |
| Full model | $n=1682,(a, b) \times(c, d)=(0,1) \times(0,1), t \in[0,5 s], R e=[0,50]$ |
| ROM $_{d}$ | NLMM: $r=15, \dot{\boldsymbol{\zeta}}(t)=-e^{-t}-0.08, i=1, K=20$ |
| Test input | DEIM: $m_{d}=50, n_{s}=250$ |
|  | $\mathbf{r}(t)=0.5 \sin (t)$ |

### 6.4.3 1D Reaction-Diffusion equation

Finally, we considered the 1D reaction-diffusion equation. The governing PDE is given as:

$$
\begin{equation*}
\frac{\partial \vartheta}{\partial t}(\mathbf{x}, t)=\theta \frac{\partial^{2} \vartheta}{\partial \mathbf{x}^{2}}(\mathbf{x}, t)-\lambda\left(\vartheta^{3}(\mathbf{x}, t)-\vartheta(\mathbf{x}, t)\right), \tag{6.15}
\end{equation*}
$$

with initial condition and boundary conditions as:

$$
\begin{aligned}
\vartheta(\mathbf{x}, 0) & =1-\sin (\pi \mathbf{x} / L), & \mathbf{x} \in(0, L), \\
\vartheta(0, t)=\mathbf{u}(t), & \frac{\partial \vartheta}{\partial \mathbf{x}}(L, t)=0, & t \in(0, T) .
\end{aligned}
$$

Here $\theta$ and $\lambda$ are the two parameters of interest, which adjust the relative balance between the diffusion term and the nonlinear term. An input of $\mathbf{u}(t)=$ $0.5(\cos (\pi t)+1)$ was applied on the left boundary and the output $\mathbf{y}(t)$ was assumed to be the right boundary. The various parameter used for this case are enlisted in Table 6.4



Figure 6.5: 1D Reaction Diffusion equation: (left:) Output response (right:) Illustration of 2D parametric space

Table 6.4: 1D Reaction-Diffusion equation: Parameters used

| Method | Parameters |
| :--- | :--- |
| Full model | $n=1000, L=1, \lambda=1, t \in[0,2 s], \theta=[0.1,1], \lambda=[1,10]$ |
| NLMM | $r=30, \dot{\boldsymbol{\zeta}}(t)=0.5 e^{-t / 5}+\pi \cos (\pi t) e^{-t / 5}+\sin (\pi t) e^{-t / 5}, i=1, K=61$, |
| DEIM | $t_{k} \in[0,10 s]$ |
| Test Input | $m_{d}=10, n_{s}=200$ |
| $\mathbf{u}(t)=0.5(\cos (\pi t)+1)$ |  |

For the application of the parametric scheme, nine FD models of size $n=1000$ were obtained using an implicit Euler's scheme with equally space interval of $d t=0.01$, for $\theta=\{0.1,0.5,1\}$ and $\lambda=\{1,5,10\}$. The reduced models of size $r=30$ were generated for each sample via NLMM-DEIM (cf. Algorithm 5). To test the proposed scheme, two test parameter values of $p_{1}=\left(\lambda_{\text {test }}, \theta_{\text {test }}\right)=(3,0.3)$ and $p_{2}=(7.5,0.75)$, were chosen which cover the lower and higher variations of parametric space. Under this setting, the interpolation was performed between four neighboring reduced models as depicted in Fig. 6.5. The weights and the neighboring ROMs used for interpolation are enlisted in the Table 6.5.


Figure 6.6: 1D Reaction-Diffusion equation: Comparison of relative $\mathcal{L}_{2}$ norm error between FOM and ROMs for: (left) $\lambda_{\text {test }}=3, \theta_{\text {test }}=0.3$, (right) $\lambda_{\text {test }}=7.5, \theta_{\text {test }}=$ 0.75

The online CPU times for both the two test parametric models were recorded around 3.56 s which was way less than the full model requirement of 110 s . Figure 6.5 shows the output response (measured on the right boundary) of 1D ReactionDiffusion model for the two test parameters and Fig. 6.6 presents the relative $\mathcal{L}_{2}$ norm errors between FOM and the reduced models. As can be seen in the two parameter setup also, the directly reduced ROM and the interpolated ROM match to a high degree of accuracy.

Table 6.5: 1D Reaction-Diffusion equation: Weights and neighboring samples for the two test samples values.

| Test Sample <br> Points | Neighbouring <br> Samples | Weights <br> Chosen |
| :--- | :--- | :---: |
| $\theta=0.3, \lambda=3$ | $\theta=\{0.1,0.5\} ;$ | $\omega_{1}=0.1, \omega_{2}=0.3$ |
| $\lambda=\{1,5\}$ | $\omega_{2}=0.4, \omega_{4}=0.2$ |  |
| $\theta=0.75, \lambda=7.5$ | $\theta=\{0.5,1\} ;$ | $\omega_{1}=0.1, \omega_{2}=0.3$ |
|  | $\lambda=\{5,10\}$ | $\omega_{2}=0.4, \omega_{4}=0.2$ |

In order to test the efficacy of the proposed scheme across the entire parametric space, we also obtained the average errors for all test models, which is presented in Fig. 6.7. We can observe that the parametric ROMs obtained via the proposed scheme produce high-fidelity approximations of the actual responses across a wide range of parametric variations.


Figure 6.7: Average errors of the different parametric values across the parametric space.

### 6.5 Discussions and limitations

The parametric scheme described above benefits from generating a new FD model for every parametric variation. Once the local basis matrices and the global subspace are obtained (which is to be calculated only once), the interpolation of the neighboring nonlinear models is determined online. Thus, the proposed method meets the requirements of parametric MOR. Furthermore, the proposed interpolation scheme is independent of any nonlinear projection-based reduction technique. One can also employ a conventional POD-DEIM method to obtain the family of reduced models for various parameters. However, we advocate the use of the NLMM-DEIM framework because it yields notable savings in the offline calculation of the projection basis.

Kindly note that the dimension of the reduced models $(r)$, obtained via NLMM, depends on the time-instances ( $K$ in Algorithm 4) chosen to capture the evolving dynamics of the selected signal generator. This further depends on how quickly the signal generator changes (e.g., exponential growth/fall). Once the values of $K$ and $r$ were obtained for a particular signal generator, then it needed to be tested across multiple parameters. This was quantified by repeated reductions along the parametric span of the problem. At the end, any redundant columns of the NLMM basis were deflated using the SVD scheme. Though we tried using different dimen-
sions of NLMM and DEIM basis during our tests, this only resulted in increased offline and online CPU times without much improvement in the approximating quality of the interpolating ROM, which mainly depends on taking more samples in sensitive zones. Therefore, we chose the lowest dimensions of the NLMM basis and DEIM, which provided satisfactory results without burdening the CPU. This is evident from Fig. 6.8.


Figure 6.8: CPU time for different ranks of $r, m_{d}$ for 1D Burgers' equation

As far as the identification of the nearest neighbors for a particular parameter is concerned, it was determined by their proximity to the desired parameter value. That means for a single-dimensional parametric space, the models on each side of the required parameter are the neighbors. For two-dimensional space, the models enclosing the desired parameter are the neighbors. The weights assigned to each neighboring model are inversely proportional to the distances of the selected parameter value from its respective neighbors.

Though the proposed scheme performs satisfactorily by taking a uniform sampling across the parametric space, it suffers from certain limitations. First, the samples are chosen manually without any information from the model. This can sometimes lead to oversampling or undersampling scenarios of the parametric space. Hence an adaptive sampling scheme with more samples taken at highly sensitive zones can be more helpful. This problem will be addressed in the next chapter. Furthermore, the proposed strategy has been demonstrated for models only for up to two parameters. The scheme can be extended for models with higher dimensional parametric space. However, care must be taken to avoid the exponential growth of basis due to the "curse of dimensionality".

### 6.6 Chapter Summary

In this chapter, we focused on reducing large-scale models with parametric dependencies. We highlighted some issues while simulating such models for optimization and control and how conventional MOR methods fail to produce reliable results for these models. We also discussed some common design strategies of parametric ROMs. Towards this aim, we proposed a PMOR framework for large-scale nonlinear dynamical systems based on matrix interpolation. The method is based on the offline-online framework. First, a family of large-scale models is generated for the parametric range of interest. The resulting models are then reduced via NLMM-DEIM in the offline stage, followed by back projecting on a common universal subspace. Finally, the nonlinear reduced model for any new parameter is obtained by interpolating the neighboring nonlinear models using the matrix interpolation scheme inspired by the matrix interpolation reported earlier. In the end, we presented some numerical simulations demonstrating the use of this scheme on certain nonlinear models. The results thus obtained are in agreement with the theoretical concepts. The next chapter will focus on the main issue among all PMOR methods, i.e., the adaptive parametric sampling.

## Chapter 7

## Adaptive Parametric Sampling Scheme for Nonlinear Systems

In the previous chapter, we examined the parametric MOR in nonlinear systems. We demonstrated the parametric MOR framework whereby PROMs are obtained via interpolation of neighboring models. However, the issue of parametric sampling remained elusive. In this chapter, we discuss different parametric space sampling strategies to construct the local basis. Furthermore, to enhance the approximating quality of the interpolated reduced models, we introduce a generalized framework for adequate sampling of the parametric space. Finally, we will substantiate the observations through numerical simulations of time-dependent parametric models originating from circuit theory and MEMS.

### 7.1 Sampling schemes for reduction of parametric systems

One of the most challenging step in the matrix interpolatory MOR method, discussed in previous chapter, is the sampling of parametric space. It involves selecting an adequate number of samples to cover the entire parametric region while maintaining the offline computational costs to a minimum. For problems involving a small number of parameters, a uniform or random sampling, grid-based sampling, Latin hypercube sampling, or a logarithmic sampling are the most simplistic approaches. For a moderate number of parameters, a sparse-grid sampling will be a practical approach. However, problems with a much higher-dimensional parametric space ( $q>10$ ) require more sophisticated sampling approaches such as problem-aware adaptive search of the parametric space. The drawback in a uniform sampling scheme is that if few samples are selected in the initial training set, the original solution manifold may not be adequately represented, leading to a poor ROM with significant errors. If the parametric space is too fine, the offline times can be prohibitively long, especially for higher parametric space dimensions. On the other hand, logarithmic sampling works better if the complex frequency
is selected as the running parameter and often results in under-sampling in most sensitive zones and oversampling in less important regions. Although the Latin hypercube sampling remains tractable for moderate values of parameters, it requires a large number of sample points to ensure sufficient coverage. As far as the random sampling approach is concerned, it results in a non-uniform parametric distribution with no relation to the nature of parametric dependence. Hence, these standard sampling techniques fall under the category of "blind" sampling or "open-loop gridding." As such, an adaptive sampling scheme in which the underlying system dynamics guide the selection of appropriate parameter samples is highly desirable. This allows to moderate the refinement procedure iteratively. Furthermore, it is desired that the sampling scheme should avoid the curse of dimensionality for higher-dimensional parameter spaces.

Towards this direction, the greedy sampling method was first introduced by Prud'Homme et al. [234] which was further developed in the RB framework for elliptical PDEs [300], parabolic PDEs [134], the steady incompressible Navier-Stokes equation [299], the rational interpolation methods [112], and with POD methods [200, 136, 52]. The greedy methods are based on the premise of adaptively selecting samples by discovering the locations in parametric space where the estimate of the error in reduced-model is maximum. Afterward, the full model is generated as these parametric locations for obtaining new information to update the reduced models accordingly. In a general setup, the actual reduced-model error is used as an indicator to find the worst-case parameter. This, however, leads to a computationally intractable algorithm since the full-order model is repeatedly solved at many parameter samples. Therefore the most adopted approach is using a posteriori error estimates for a given model [136]. For a low-dimensional parametric regime, the process of finding the parameter with the highest error indicator or error estimator is conducted using a simple grid search. For higher parameter dimensions, the greedy sampling scheme is reformulated as a sequence of adaptive model-constrained optimization problems [200]. These greedy sampling schemes, though performing satisfactorily for a range of models, suffer from a few drawbacks. Firstly these optimization problems have an explicit solution and become convex only for the special case of a linear map between parameters and outputs. Generally, the optimization problems are nonconvex and often converge to local maxima. Secondly, the error indicators are not always the true representations of the actual error. For further details, we refer the reader to Ref. [53] for an excellent review on this topic.

Apart from greedy search methods, the appropriate selection of samples in parametric space can be made by measuring the system's sensitivity to parametric variations. A fundamental assumption in matrix interpolatory PMOR is that the system dynamics remain restricted to the same dimensional subspace irrespective of the parametric variations. This assumption allows measuring the system's sensitivity to parametric variations by observing the change in attributes of the projection matrices $\mathbf{V}(\boldsymbol{\mu})$ to parameter changes. This can be quantified by mea-
suring the change in the distance between the successive projection subspaces. Since, for $q$ uniformly placed parameter sample points $\left(\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{q}\right)$, the corresponding projecting subspaces $\left(\mathbf{V}_{1}, \mathbf{V}_{2}, \ldots \mathbf{V}_{q}\right)$ maybe not be equally apart (cf. Fig. 7.1). As such, a parametric span with a larger subspace distance implies a highly sensitive zone; hence more samples (and ROMs) must be added. Similarly, less sensitive zones can be identified.


Figure 7.1: Illustration of a parametric subspaces

### 7.2 Adaptive sampling scheme

To begin with the adaptive sampling, we discuss the idea of subspace angles or principal angles.

### 7.2.1 Notion of distance between subspaces

The notion of distance or gap between subspace is well known in geometric algebra and is described using principal angles. To illustrate the idea, consider two $r$ dimensional subspaces $\mathbf{V}$ and $\mathbf{W}$ of an $n$-dimensional Euclidean vector spaces $\mathbb{R}^{n}$. These subspaces are spanned by a set of $r$ linearly independent vectors given as:

$$
\begin{aligned}
\mathbf{V} & =\operatorname{span}\left\{v_{1}, . ., v_{r}\right\} \subset \mathbb{R}^{n}, \\
\mathbf{W} & =\operatorname{span}\left\{w_{1}, . ., w_{r}\right\} \subset \mathbb{R}^{n} .
\end{aligned}
$$

The conventional approach to obtain the subspace angle $\theta_{\mathbf{V}, \mathbf{w}}$ between subspaces $\mathbf{V}$ and $\mathbf{W}$ is to first arrange the vectors as column vectors into two matrices as follows:

$$
\mathbf{A}=\left[\begin{array}{llll}
v_{1} & v_{2} & \ldots & v_{r}
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{llll}
w_{1} & w_{2} & \ldots & w_{r} \tag{7.1}
\end{array}\right] \in \mathbb{R}^{n \times r} .
$$

Then, standard matrix algebra methods like singular value decomposition and QR decomposition is applied to obtain:

- $r$ pair of singular unit vector $\mathbf{v}_{k}, \mathbf{w}_{k}$, and
- $r$ singular values $\sigma_{k}=\cos \left(\theta_{k}\right)=\mathbf{v}_{k} \cdot \mathbf{w}_{k}$.

However, this is a computationally intensive approach. Another feasible method, as demonstrated by Wedin [304], is to find the $r$ principal angles $\theta_{i},(1<i<r)$ that characterize the angular relationship between the subspaces $\mathbf{V}$ and $\mathbf{W}$ as follows:

$$
\cos \left(\theta_{\mathbf{V}, \mathbf{W}}\right)=\prod_{i=1}^{r} \cos \left(\theta_{i}\right)
$$

where the inner product is canonically defined on the Grassmann algebra corresponding to the geometry in $\mathbb{R}^{n}$.

Alternatively, the principal angles can be recursively defined as:

$$
\cos \left(\theta_{\mathbf{V}, \mathbf{W}}\right)=\max _{a \in \mathbf{V}} \max _{b \in \mathbf{W}} a^{T} b,
$$

subject to

$$
\|a\|=\|b\|=1, a^{T} a_{i}=b^{T} b_{i}=0, i=1: r-1,
$$

where the vectors $a=\left\{a_{1}, \ldots, a_{r}\right\}$ and $b=\left\{b_{1}, \ldots, b_{r}\right\}$ are the principal vectors. The expression for largest subspace angle between $V$ and $W$ is then given as:

$$
\theta_{\mathbf{V}, \mathbf{W}}=\arccos \left(\sigma_{r}\right)=\arcsin \left(\sqrt{1-\sigma_{r}^{2}}\right),
$$

where $\sigma_{r}$ is the smallest singular value of $\mathbf{V}^{T} \mathbf{W}$. Similarly the distance between other subspaces can be obtained.

In what follows, we use the distance between subspaces to adaptively detect the parametric space's sensitive regions to resample the grid in the offline stage. The user only needs to provide the maximum subspace tolerance value $\theta_{\text {max }}$ to be used during resampling. As a result, the same FD model will be used until the tolerance angle is reached, and beyond that, a new model is obtained. The automatic refining scheme is described as follows:

### 7.2.2 Single parameter case

For systems having a single parameter, a uniformly distributed sample space is selected initially. Obviously, this sampling scheme shares the disadvantage mentioned before, however it is used to obtain a rough sample distribution that can be refined later. After obtaining the projection matrices $\boldsymbol{V}_{i}(i=1, . ., q)$ corresponding to each parametric value $\boldsymbol{\mu}_{i}$, each subspace angle $\theta_{i, i+1}$ is recorded and compared with the maximum tolerance angle $\theta_{\max }$ and a ratio $l_{i, i+1}=\theta_{i, i+1} / \theta_{\max }$ is obtained [294]. Then, a ceiling function of this ratio provides an intuitive way of refining the initial parametric span, i.e., if this ratio equals one, no further division of parametric span is needed otherwise the parametric interval of $\left[\boldsymbol{\mu}_{i}, \boldsymbol{\mu}_{i+1}\right]$
is divided into $l_{i, i+1}$ intervals, and the process repeats again. The algorithm terminates when all the ratios $l_{i, i+1}$ are equal to one, indicating that all the relevant parameter intervals are sufficiently divided, and all the subspace angles are smaller than the maximum specified tolerance value.

### 7.2.3 Two parameters case

Similar to the single parameter case, equally spaced samples are chosen initially in both directions $\boldsymbol{\mu}_{i, j}(i, j=1, . ., q-1)$ of a 2D parametric grid and the corresponding projection subspace bases $\mathbf{V}_{i, j}$ are obtained. Next, the distance between each diagonal sample pair is calculated, and the sum of angles between opposite sample pairs is recorded. This is to ensure that the parameter sensitivity of the model is captured in both the parametric directions. Next, this angle is checked against the maximum subspace angle and the following ratio is calculated

$$
d_{i, j}=\frac{\theta_{(i, j),(i+1, j+1)}+\theta_{(i+1, j),(i, j+1)}}{\theta_{\max }}
$$



Figure 7.2: The adaptive sampling procedure demonstration for a 2-dimensional parametric grid

Similarly, a ceiling function of the ratio $d_{i, j}$ is used to resample the initial grid. If the ratio $d_{i, j}$ is larger than 1 , the grid is divided into four small grids, which introduces five new samples (four at the midpoints of each side of the current grid and the fifth at the center of the grid). The process is repeated for the grids from the previous iteration, and the algorithm stops when all the ratios $d_{i, j}$ are equal to one. The adaptive scheme thus divides the initially selected grid into many smaller sub-grids, scanning each grid iteratively. This generates new samples in highly sensitive zones while the remaining samples are kept the same. Figure 7.2 depicts a scenario where three iterations are used to refine the initial grid adaptively, and Fig. 7.3 presents the flowchart of the proposed sampling scheme.


Figure 7.3: Automatic adaptive sampling scheme for matrix interpolatory pMOR

### 7.3 Numerical validation

This section delineates the proposed adaptive scheme on four nonlinear benchmark problems. The first two models have a single parameter dependency and the remaining models have two parameters.

### 7.3.1 Single parameter examples

## 1D Burgers' equation

We first consider the one-dimensional viscous Burgers' equation (cf. 6.10). The initial and boundary conditions are same as in Section 6.4. The various parameters used are enlisted in Table 7.1

Table 7.1: 1D Burgers' equation: Parameters of the selected scenarios

| Method | Parameters |
| :--- | :--- |
| Full model | $n=500, L=1, t \in[0,1.5 s], h=10^{-3} s, \boldsymbol{\mu} \in \mathcal{P}:=\left[4 \times 10^{-4}, 4 \times 10^{-3}\right]$ |
| ROM $_{d}$ | NLMM: $r=20, \dot{\boldsymbol{\zeta}}(t)=\tanh (t)+5 e^{-4}, i=1, K=101$ |
| Adaptive | DEIM: $m_{d}=10, n_{s}=250$ |
| Sampling | $\theta_{\max }=40^{\circ}$ |
| Test input | $\mathbf{r}(t)=0.5(\cos (2 \pi / 10) t)$ |

For our evaluations, we varied $\boldsymbol{\mu} \in \mathcal{P}:=\left[4 \times 10^{-4}, 4 \times 10^{-3}\right]$. The output was taken as the average of state-vectors $\mathbf{x}$ and a single control input of $\mathbf{r}(t)=$ $0.5 \cos ((2 \pi / 10) t)$ was applied on left boundary. To test the proposed adaptive scheme, four FD models, each of size $n=500$, were generated using implicit Euler's scheme with step-size of $10^{-3}$ for different viscosity values. This resulted in a uniform grid with four sample points for the initialization of the adaptive scheme. The local reduced-order models each of size $r=20$, corresponding to each FD model, were constructed using the NLMM-DEIM (cf. Algorithm 5). The sample points $\mu_{i}$ and subspace angles for each parameter with its corresponding neighbor $\theta_{i, i+1}$ were recorded, and are enlisted in Table (7.2). It is seen clearly that the sensitivity of the model to parameter variations, as indicated by the subspace angles, increases as viscosity increases. This information is effectively captured by the subspace angles and thus clarifies the relative fitness of parametric mesh. For this model, the subspace angle tolerance was selected as $\theta_{\max }=40^{\circ}$, and the parametric space was re-meshed for higher viscosity values wheres for low-viscosity values no refinement was needed. When the adaptive sampling algorithm finished, two new samples were obtained, i.e., $\mu=2.2 \times 10^{-3}$ and $\mu=3.4 \times 10^{-3}$ in the sensitive area (cf. Table 7.2), and the corresponding projection basis and the reduced models were stored. These ROMs were then transformed to the same set of coordinates.


Figure 7.4: 1D Burgers' equation: Comparison of the output response for $\mu_{\text {test }}=$ $2 \times 10^{-3}$ (FOM size $n=500$, ROMs size $r=20$, DEIM indices $m_{d}=20$ )


Figure 7.5: 1D Burgers' equation: Comparison of the relative $\mathcal{L}_{2}$ norm error between FOM and interpolated ROMs for different parameter

To highlight the advantages of the adaptive sampling scheme, a test parameter of value $\mu_{\text {test }}=2 \times 10^{-3}$ (outside the training set) was selected randomly in the region of resampling and three different ROMs of sizes $r=20$ were obtained. The first ROM was obtained via adaptive grid i.e., by interpolation of ROM 2 at $\mu=$ $1.6 \times 10^{-3}$ and ROM 3 at $\mu=2.2 \times 10^{-3}$ (cf. Table 7.2 ). The second interpolated ROM was obtained from the initial grid via ROMs 2 and 4, respectively. The third ROM was directly obtained via the NLMM-DEIM procedure for reference. Figure 7.4 shows the output response of (6.10) for the chosen test parameter. It

Table 7.2: 1D Burgers' equation: Samples and subspace angles in the adaptive sampling scheme

can be seen that the ROM via adaptive grid effectively captures the true response. Besides the qualitative comparison via output response, a quantitative analysis for 250 query points in the interval $\mu=\left[4 \times 10^{-4}, 4 \times 10^{-3}\right]$ was carried out. Figure 7.5 shows the relative $\mathcal{L}_{2}$ norm error between the FOMs and interpolated ROMs. As expected, the error is small in the proximity of grid points and large elsewhere due to interpolation error. The adaptive grid naturally yields small $\mathcal{L}_{2}$ norm errors than the initial grid for higher viscosity values.

## MEMS microswitch

In the second test study, we examined the time-dependent, large-amplitude dynamics of a highly nonlinear squeeze-film damping problem involving electrostatic, mechanical and fluidic components [187, [215, 90, 311]. This nonlinear benchmark model is used as a pressure sensor due to its extreme sensitivity to surrounding atmospheric conditions [163, 195]. The switch consists of a polysilicon fixed-beam suspended over a polysilicon pad on a silicon substrate (cf. Fig. 7.6). An electrostatic force pulls the beam down to the pad if an external voltage is applied between the beam and the substrate. The dynamic behavior of this coupled electromechanical system can be modeled with 1D Euler's beam equation and 2D Reynolds squeeze film damping equation given as:

$$
\begin{align*}
\hat{E} I_{0} h^{3} w \frac{\partial^{4} z}{\partial x^{4}}-S_{0} h w \frac{\partial^{2} z}{\partial x^{2}}= & F_{e}+\int_{0}^{w}\left(p-p_{a} d y\right)  \tag{7.2a}\\
& -\rho_{0} h w \frac{\partial^{2} z}{\partial t^{2}} \\
\nabla \cdot\left[(1+6 K) z^{3} p \nabla p\right]= & 12 \mu \frac{\partial(p z)}{\partial t} \tag{7.2b}
\end{align*}
$$

where the electrostatic force across the plates is given as $F_{e}=-\left(\epsilon_{0} w v^{2} /\left(w z^{2}\right)\right)$ which is due to applied input voltage $u(t)=(3 \cos (2 \omega t)+7 \cos (0.5 \omega t))^{2}$ with $\omega=2 \pi$ Ghz. The measured output is the height of the beam $z$. The length of beam is $l=610 \mu \mathrm{~m}$ whereas a width is $w=40 \mu \mathrm{~m} . \epsilon_{0}$ and $\mu$ represent the permittivity and permeability respectively. $I_{0}=1 / 12$ is the moment of inertia, $\hat{E}=149 \mathrm{GPA}$ represents the Young's modulus, $K=0.064 / z_{0}$ is the Knudsen number, $S_{0}=-3.7$ represents the stress coefficient and $\rho_{0}=2300 \mathrm{~kg}^{3}$ is the density. By assuming the
state variables $\mathbf{x}_{1}=z, \mathbf{x}_{2}=\partial \mathbf{x}^{3} / \partial t$ and $\mathbf{x}_{3}=p$ where $p$ is the pressure, the finite discretization scheme with $N$ steps along the length of the beam and $M$ steps along the width resulted in the following state-space model of dimension $(2+M) N$ :

$$
\begin{align*}
\frac{d \mathbf{x}_{1}}{d t}= & \frac{\mathbf{x}_{2}}{3 \mathbf{x}_{1}^{2}} \\
\frac{d \mathbf{x}_{2}}{d t}= & \frac{2 \mathbf{x}_{2}^{2}}{3 \mathbf{x}_{1}^{3}}+\frac{3 \mathbf{x}_{1}^{2}}{\rho_{0} h w}\left[\int_{0}^{w}\left(\mathbf{x}_{3}-p_{a}\right) d y+S_{0} h w \frac{\partial^{2} \mathbf{x}_{1}}{\partial \mathbf{x}_{2}}\right.  \tag{7.3}\\
& \left.-E I h^{3} w \frac{\partial^{4} \mathbf{x}_{1}}{\partial \mathbf{x}^{4}}\right]-\frac{3 \epsilon_{0}}{2 \rho_{0} h} u(t) \\
\frac{d \mathbf{x}_{3}}{d t}= & -\frac{\mathbf{x}_{2} \mathbf{x}_{3}}{3 \mathbf{x}_{1}^{3}}+\frac{1}{12 \mu \mathbf{x}_{1}} \nabla\left[\left(1+6 \frac{\lambda}{\mathbf{x}_{1}}\right) \mathbf{x}_{1}^{3} \mathbf{x}_{3} \nabla \mathbf{x}_{3}\right]
\end{align*}
$$

where the boundary conditions are given as:

$$
\begin{array}{ll}
\mathbf{z}(\mathbf{x}, 0)=2.3 \mu m, & \mathbf{p}(\mathbf{x}, \mathbf{y}, 0)=1.103 \times 10^{5} \mathrm{~Pa} \\
\mathbf{z}(0, t)=\mathbf{z}(l, t)=2.3 \mu m, & \frac{\partial \mathbf{p}(0, \mathbf{y}, t)}{d \mathbf{x}}=\frac{\partial \mathbf{p}(l, \mathbf{y}, t)}{\partial \mathbf{x}}=0 \\
\mathbf{p}(\mathbf{x}, 0, t)=\mathbf{p}(\mathbf{x}, \mathbf{w}, t)=1.103 \times 10^{5} \mathrm{~Pa} .
\end{array}
$$



Figure 7.6: The MEMS switch

For this model, the beam width was selected as the running parameter. We selected a uniform initial grid of four sample points for varying beam widths $\boldsymbol{\mu} \in \mathcal{P}:=[45,75]$ with an equal span of $10 \mu \mathrm{~m}$. As such, four different FD models, each of dimension $n=450$, were obtained. The reduced-order models of size $(r=25)$, corresponding to each full model, were constructed using 500 POD snapshots obtained via implicit Euler's scheme with a step size of $10^{-6}$. A subspace tolerance of $\theta_{\max }=10^{\circ}$ was selected for the adaptive sampling scheme. At the end

Table 7.3: MEMS microswitch model: Samples and subspace angles in the adaptive sampling scheme

| Initialization | $\mu_{i}$ | 45 |  | 55 | 65 |  |  |  |  |  |  | 75 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\theta_{i, i+1}^{o}$ | $5.28^{\circ}$ |  |  |  | $\begin{gathered} 17.80^{\circ} \\ (2) \end{gathered}$ |  |  |  | $\begin{gathered} 11.59^{\circ} \\ (2) \end{gathered}$ |  |  |
| Iter I | $\mu_{i}$ | 45 |  | 55 |  | 60 |  | 65 |  | 70 |  | 75 |
|  | $\theta_{i, i+1}^{o}$ |  | $5.28^{\circ}$ |  | $8.27^{\circ}$ |  | $9.59^{\circ}$ |  | $6.04{ }^{\circ}$ |  | $5.47^{\circ}$ |  |

of the adaptive scheme, the grid was remeshed, and two new sample points were introduced, i.e., at $w=60 \mu m$ and $w=70 \mu m$. The subspace angles and the final sample points can be seen in Table 7.3. The ROMs were then transferred to the same set of coordinates, and a universal subspace was constructed, as explained in the previous section.


Figure 7.7: MEMS microswitch model: Comparison of the output response of for test parameter $w_{\text {test }}=73 \mu m$ FOM size $n=450$, ROMs size $r=25$

To proceed with the online testing, a test parameter of value $w_{\text {test }}=73 \mu m$ was randomly selected. The interpolated ROM was then obtained from neighboring models for parameter values $w=70 \mu m$ and $w=75 \mu m$ resp. Similar to the previous model, the interpolated ROM via adaptive grid was compared with the ROM obtained from the initial grid as shown in Fig. 7.7. The quantitative comparison of the ROMs for 250 test samples in the same parametric span is presented in Fig. 7.8. It is clearly seen that ROMs obtained through adaptive grid yield better approximations than obtained via the initial grid for increasing switch widths.


Figure 7.8: MEMS microswitch model: Comparison of the relative $\mathcal{L}_{2}$ norm error between FOM and the interpolated ROMs

### 7.3.2 Two-parameter examples

## 1D Reaction-Diffusion equation

Next, we considered the one-dimensional Reaction-Diffusion equation also known as the Chafee-Infante equation.

$$
\begin{equation*}
\frac{\partial \vartheta}{\partial t}(\mathbf{x}, t)=\delta \frac{\partial^{2} \vartheta}{\partial \mathbf{x}^{2}}(\mathbf{x}, t)-\lambda\left(\vartheta^{3}(\mathbf{x}, t)-\vartheta(\mathbf{x}, t)\right), \tag{7.4}
\end{equation*}
$$

with initial condition and boundary conditions as:

$$
\begin{aligned}
\vartheta(\mathbf{x}, 0) & =1-\sin (\pi \mathbf{x} / L), & & \mathbf{x} \in(0, L), \\
\vartheta(0, t) & =\mathbf{u}(t), \quad \frac{\partial \vartheta}{\partial \mathbf{x}}(L, t)=0 & & t \in(0, T) .
\end{aligned}
$$

Here, $\lambda$ and $\delta$ are two parameters of interest. The various parameter used during the simulations are mentioned in Table 7.4

Table 7.4: 1D Reaction-Diffusion equation: Parameters used

| Method | Parameters |
| :--- | :--- |
| Full model | $n=1000, L=1, \lambda=1, t \in[0,3 s], \delta=[0.1 \times 0.3], \lambda=[1 \times 2]$ |
| NLMM | $r=30, \dot{\boldsymbol{\zeta}}(t)=0.5 e^{-t / 5}+\pi \cos (\pi t) e^{-t / 5}+\sin (\pi t) e^{-t / 5}, i=1, K=61$, |
| DEIM | $t_{k} \in[0,10 s]$ |
| Adaptive | $m_{d}=50, n_{s}=200$ |
| Sampling | $\theta_{\max }=100^{\circ}$ |
| Test Input | $\mathbf{u}(t)=0.5(\cos (\pi t)+1)$ |

The PDE was discretized in space for $n=1000$ spacial grid points using the FDM, and the output of interest was measured on the right boundary. With a diffusion-dominated regime $(\lambda>\delta)$, nine FD models were initially obtained at an equidistant sample spacing on a 2 D parametric grid as shown in Fig. 7.9. The high-fidelity models were solved via implicit Euler's scheme with a uniform step size of 0.01 . The reduced models of size $r=30$ were constructed using the NLMM procedure (via Algorithm 4), and the nonlinearity was efficiently evaluated using $m_{d}=50$ DEIM indices (via Algorithm 3). The subspace angles for this two-parameter system were measured between each diagonal pair. The tolerance for maximum subspace angle was chosen as $\theta_{\max }=100^{\circ}$, and the grid was automatically remeshed whenever the sum of the distance between opposite pairs exceeded the tolerance value as explained in the previous section. At the end of the offline adaptive sampling scheme, thirteen new sample points were added to the previously selected grid as indicated by blue dots on the 2D map shown in Fig. 7.9.


Figure 7.9: 1D Reaction-Diffusion model: Initial and adaptive grid samples at the end of adaptive sampling scheme. The sum of subspace angles of the diagonal pairs is also mentioned

To validate the proposed adaptive scheme for a two-parameter system, a test parameter value of $\left(\lambda_{\text {test }}=1.244, \delta_{\text {test }}=0.105\right)$ was randomly selected, and the interpolated ROM was obtained from the adaptive grid and compared with ROM via the initial grid. A directly reduced model via NLMM-DEIM was also obtained at the same test sample. Fig. 7.10 shows the qualitative comparison of the output response for the full model and the reduced models. It is observed that the true
response of the FOM was accurately replicated by both the interpolated ROMs. However, the approximating quality of the interpolated ROM obtained via the adaptive sampling scheme is more than the ROM obtained by regular sampling. This is demonstrated in Fig. 7.11 where the relative $\mathcal{L}_{2}$-norm errors between FOM and the different interpolated ROMs are plotted for 100 different query points in parametric region. The ROMs obtained via adaptive grid naturally yields a better approximation since these values were adaptively refined.


Figure 7.10: 1D Reaction-Diffusion model: Comparison of the output response for test parameters $\lambda_{\text {test }}=1.244, \delta_{\text {test }}=0.105$


Figure 7.11: 1D Reaction-Diffusion model: Comparison of the relative $\mathcal{L}_{2}$ norm error between FOM and interpolated ROMs

## Nonlinear RC ladder

Finally, we considered the nonlinear analog RC circuit example from Ref. 61] to illustrate the adaptive sampling scheme. The circuit, given in Fig. 7.12, has a chain of strong nonlinear diodes together with resistors and capacitors. This model is a variant of transmission line model discussed in Sec. 4.3.3. Kirchhoff's nodal law and current equations were used to derive the state equations for this system. An equation for $i^{t h}$ interior node is given as:

$$
\begin{align*}
C \frac{d v_{i}}{d t}= & \frac{1}{R}\left(v_{i-1}-v_{i}\right)-\frac{1}{R}\left(v_{i}-v_{i+1}\right)  \tag{7.5}\\
& +I_{d}\left[e^{\alpha\left(v_{i-1}-v_{i}\right)}-e^{\alpha\left(v_{i}-v_{i+1}\right)}\right] .
\end{align*}
$$

The nodal voltages are selected as the state-variables $x(t)=\left[\begin{array}{llll}v_{1} & v_{2} & \ldots & v_{N}\end{array}\right]^{T}$. The input is the current source $u(t)=i(t)$ and the output is voltage measured at the first node. The state-space model is given as:

$$
\begin{equation*}
\mathbf{E} \frac{d \mathbf{x}}{d t}=\mathbf{G} \mathbf{x}(t)+(\mathbf{D} \mathbf{x}(t))+\mathbf{B u}(t) \tag{7.6}
\end{equation*}
$$

where $\mathbf{E}$ is the capacitance matrix, $\mathbf{G}$ is the conductance matrix, $\mathbf{D}(\mathbf{x})$ is a vector valued nonlinear function for the diodes and $\mathbf{B}=\left[\begin{array}{lll}1 & 0 & \ldots 0\end{array}\right]^{T}$ is the input vector. The various parameters of the model and reduction are mentioned in Table 7.5)

Table 7.5: Nonlinear Transmission Line: Parameters used

| Method | Parameters |
| :--- | :--- |
| Full model | $n=1000, R=C=1, t \in[0,10 s], \boldsymbol{\mu}_{\mathbf{1}}, \boldsymbol{\mu}_{\mathbf{2}} \in \mathcal{P}:=[40,43] \times[0.8,1]$ |
| POD | $r=15, n_{s}=250$ |
| DEIM | $m_{d}=30$ |
| Adaptive | $\theta_{\max }=100^{\circ}$ |
| Sampling | $\mathbf{u}(t)=0.5(1+\cos (\pi t) / 5)$ |
| Test Input | $\mathbf{u}$ |

The constitutive relation for diodes is given as:

$$
\begin{equation*}
i_{d}(v)=I_{d}\left(e^{\alpha v}-1\right), \tag{7.7}
\end{equation*}
$$

with $\alpha=1 / v_{t}$ and $v_{t}$ is the threshold voltage. Corresponding to $v_{t}=25 \mathrm{mV}$, the nominal values for diodes is $I_{d}=0.1 n A$ and $\alpha=40$. The nonlinear analog circuit was parameterized both in $I_{d}$ and $\alpha$ with a range $\boldsymbol{\mu}_{\mathbf{1}}, \boldsymbol{\mu}_{\mathbf{2}} \in \mathcal{P}:=[40,43] \times[0.8,1]$. Like the previous test model, nine initial test samples were selected with a uniform spacing, shown by red dots in Fig. 7.13, and corresponding to each sample, an expensive high-fidelity model of size $n=1000$ was obtained. The reduced-order models of size $(r=15)$ were constructed with 250 time-snapshots within a POD
scheme, whereas the nonlinearity was captured using $m_{d}=30$ DEIM indices. The maximum subspace tolerance was chosen as $\theta_{\max }=100^{\circ}$ for initialization of the adaptive sampling scheme. Fig. 7.13 shows the final adaptive grid for the nonlinear RC circuit along-with the sum of subspace angles of the diagonal pairs. The initial grid was adaptively re-meshed based on the sensitivity of the parametric variations captured in terms of the distance between the subspaces. The adaptive scheme terminated when all the subspace angles between the neighboring samples were smaller than the desired set tolerance value.


Figure 7.12: Nonlinear RC ladder network


Figure 7.13: Nonlinear RC circuit: Initial and adaptive grid samples. The sum of subspace angles of the diagonal pairs is also mentioned

The online testing was performed for a test parameter of value $\alpha_{\text {test }}=40.10$ and $I_{d_{\text {test }}}=0.911 n A$ corresponding to the region where the adaptive meshing was performed. As such, the interpolated ROMs corresponding to both initial and final grid were obtained along-with the directly-reduced model via POD-DEIM. The comparison of the output responses of the ROMs against the full-order model is shown in Fig. 7.14. It is clearly seen that the interpolated ROM via final grid effectively captures the response with a high level of accuracy just like the directly obtained reduced model. On the other hand, the interpolated ROM obtained from the initial grid produced large errors due to inefficient sampling. Moreover, the quantitative comparison for 100 different test parameters in terms of the relative $\mathcal{L}_{2}$ norm errors with respect to FOM is presented in Fig. 7.15. It is seen that the $\mathcal{L}_{2}$ error or ROMs obtained from adaptive grid had dropped by several orders of magnitude.


Figure 7.14: Nonlinear RC circuit:Comparison of the output response for $\alpha_{\text {test }}=$ $40.10, I_{d_{\text {test }}}=0.911 n A$. FOM size: $n=1000$, ROM size: $r=15$, number of DEIM indices $=30$


Figure 7.15: Nonlinear RC circuit: Comparison of the relative $\mathcal{L}_{2}$ norm error between FOM and interpolated ROMs

### 7.4 Discussions

In this section, we discuss some of the aspects the proposed sampling scheme.

## Advantages of the proposed scheme

The automatic adaptive sampling scheme for nonlinear systems described herein avoids the computation of a new FD model every time a new parameter is introduced. The models are being calculated only at those parameters where the dynamic response changes significantly, measured by observing the change in attributes of projection subspaces. The subspace angles are continuously tracked and are refined automatically whenever they exceed a pre-defined tolerance ensuring that the same FD model is used. It should be noted that the whole process is performed in the offline stage before the matrix interpolation in the online stage begins.

Since this scheme uses the information from the system itself to resample the parametric domain; it can be used to reduce the substantial offline computational costs associated when a finely sampled training set is used in the reduced basis method. A course training set can be first resampled based on the proposed scheme and then through a greedy algorithm to obtain the approximated solution manifold of the original system as carried out by Benner et al. 52] for optimization of batch chromatography.

## Selection of subspace tolerance angle $\theta_{\text {max }}$

The selection of the maximum subspace tolerance $\theta_{\max }$ is problem-specific in nature. A small tolerance value will result in a finer mesh and hence a small interpolation error. However, this also increases the associated offline computational time as more FD models will be involved. On the other hand, a larger tolerance value will result in a few FD models with increased interpolation errors. Thus, depending upon the application and the nonlinear model at hand, the value of $\theta_{\text {max }}$ can be chosen.

## Choice of reduction scheme used and size of ROM

The proposed sampling scheme is independent of the choice of reduction scheme involved, which has been validated in this study using different reduction approaches. However, we advocate using the NLMM method as it avoids the need to obtain the time-snapshots of the FOM and instead constructs the local projection basis in a "simulation-free" environment. Furthermore, it is advised to use hyperreduction schemes like DEIM, EIM, GNAT, etc., to evaluate the underlying nonlinearity efficiently.

More accurate FD models and larger ROMs can more accurately capture the dynamics and improve the interpolated ROM quality. However, this will also result
in the enormous offline computation of the projection basis. Methods like SVD can be used to calculate dominant singular values that capture the most variance of the high-fidelity model and provide an estimate for appropriate truncation of the local basis.

## Computational efficiency

The efficiency of the proposed scheme was demonstrated in terms of error norms in this study. Since the adaptive method works in an offline-online manner, the efficiency can also be shown in terms of overall CPU times. Although the offline cost is usually not taken into consideration for a PMOR scheme, it is typically high, especially for time-dependent PDEs. The CPU times recorded for all tests are presented in Table 7.6 for reference.

Table 7.6: CPU times for different test models

| S.No. | Model | offline time $(s)$ | online time $(s)$ |
| :---: | :--- | :---: | :---: |
| 1. | Burgers' equation | 911.23 | 4.12 |
| 2. | MEMS microswitch | 1148.75 | 8.31 |
| 3. | Reaction-Diffusion | 1225.79 | 13.56 |
| 4. | equation | Nonlinear RC network | 956.31 |

The offline time includes the time required to obtain the FD models at selected samples along-with obtaining local projection basis. Online time includes the interpolation time of the ROMs.

## Curse of dimensionality for higher dimension spaces

The proposed scheme can be extended to higher-dimensional parameter setup. However, it becomes more involved as it may require a considerable adaptation since full grids become computationally infeasible in such a scenario. As such, adaptive sparse grids can be employed [229]. Currently, the proposed adaptive scheme can be used for parameter dimensions up to two.

## Limitations in the proposed sampling scheme

The proposed scheme currently has certain limitations such as stability preservation, lack of global error bounds, infeasibility for a much higher dimensional parametric space. These limitations can be improved in a future research.

### 7.5 Chapter Summary

This chapter studied the adaptive parameter sampling scheme for nonlinear systems. We presented an overview of some notable sampling schemes and discussed their shortcoming. Then, we introduced an adaptive sampling strategy for nonlinear systems based on the system-theoretic measures. We combined the matrix-interpolatory approach for nonlinear systems with adaptively choosing the sampling points for obtaining local reduced models. The distance between the subspaces was used to identify the most sensitive zones of the parametric space. Simultaneously, the whole process was automated to directly obtain a reduced model for a new parametric variation outside the training set. The algorithm was tested on various benchmark nonlinear systems showing satisfactory results. The proposed scheme is beneficial, especially where parameter dependency in the model is implicit, like the finite element method.

Part IV

## Closure and Appendices

## Chapter 8

## Concluding Remarks

The idea of automatically extracting reduced-order models from large-scale dynamical systems is a central challenge. By and large, reduced-order modeling via moment-matching techniques for linear systems is relatively well explored, and a suite of efficient algorithms is available at our disposal. However, constructing optimal approximations of the large-scale models while preserving passivity or stability remains elusive. Furthermore, technical systems arising while modeling complex fluids or simulation of electronics circuits are inherently nonlinear. Thus employing nonlinear reduction techniques directly to these systems is desirable. The nonlinear model order reduction area, though witnessed some notable achievements in the past few years, however some issues (as discussed in this thesis) remains challenging. Moment-matching-based MOR methods have seen a long history. Various modifications and advancements have appeared from time to time to make this technique a more robust platform for treating problems in large-scale settings. Some of these modifications are currently a work in progress, whereas others are yet to happen.

In essence, this thesis examines the problem of nonlinear model order reduction using system-theoretic measures. In this respect, we have proposed some efficient reduction frameworks for nonlinear state-space models of time-dependent PDEs. Notably, we show how NLMM, and its variants, can be used to obtain a "snapshot-free" ROM architecture undergoing implicit moment-matching with the original high-dimensional system. Several numerical simulations are presented to realize the proposed observations. Then we also discussed the extension of these techniques to systems in second-order state-space form. In the realm of nonlinear parametric state-space models, we have proposed a numerical framework for parametric reduction using the matrix interpolation method. We have also introduced a sampling strategy to enhance the approximating qualities of parametric ROMs.

In this chapter, we present a summary of the overall contributions of the thesis, draw conclusions from the most important results, and discuss the scope for future work.

### 8.1 Summary and conclusions

## Chapter 2

1. The problem of MOR in linear systems has reached a considerable level of maturity, as reflected by several books and monographs.
2. Moment-matching-based MOR methods have emerged as a vibrant and most broadly used approach to treat models of large-scale nature. This class of methods is based on Krylov subspace methods and is suitable for a wide range of engineering applications.
3. The success of interpolatory methods lies in the fact that a few matrixvector multiplications are involved, and the complexity of resulting models is roughly $\mathcal{O}\left(n k^{2}\right)$ for a sparse matrix $\mathbf{A} \in \mathbb{R}^{n \times n}$ where $k$ is the number of expansion points.
4. Classical frequency-domain interpretation of moment-matching corresponds to interpolating the transfer functions of FOM and ROM at specific shifts, where the time-domain interpretation of moment-matching corresponds to the interpolation of the steady-state responses of the FOM and ROM.
5. Interconnecting a linear signal generator with FOM corresponds to exciting the FOM with exponential inputs. Using a nonlinear signal generator corresponds to exciting the FOM with user-defined inputs.

## Chapter 3

1. The method of using linear projection for reducing nonlinear systems is well understood. Famous methods like POD, TPWL, quadratic methods perform satisfactorily for a large number of nonlinear systems. However, care must be taken while selecting the training inputs, linearization points, and temporal snapshots.
2. Using a nonlinear Petrov-Galerkin projection offers a more accurate approximation of the lower-dimensional subspace; however, this complicates the structure of the ROM.
3. Classical hyper-reduction methods like EIM, or POD-tailored DEIM, gappy POD, etc., can be used "on-top-of" the usual reduction methods for obtaining nearly optimal reconstructions of nonlinear terms of the original high-dimensional system.

## Chapter 4

1. Nonlinear moment-matching has emerged as a promising system-theoretic reduction technique for nonlinear systems since it doesn't involve expensive FOM simulations but solves the underlying nonlinear Sylvester PDE to obtain the projection basis.
2. Since the nonlinear Sylvester PDE is expensive to simulate, an approximated version is solved instead using some numerical simplifications.
3. We have used NLMM with DEIM to obtain a compact ROM structure. This framework is demonstrated on several benchmark examples and compared with simulation-based methods like POD.
4. We have also used NLMM with DMD to obtain a non-intrusive reduction framework. This technique produces a higher computational savings than POD-DEIM which has been demonstrated through several examples.

## Chapter 5

1. Models emerging from mechanical and electrical systems usually have a second-order structure, and, as such structure-preserving ROMs are highly desired.
2. Towards this direction, we have extended the NLMM-DEIM framework to second-order systems to obtain reduced models that preserve the structure of the original model.
3. SO-NLMM-DEIM has been implemented on power system models, and the resulting reduced models satisfactorily capture the strong nonlinear transients of the original model.

## Chapter 6

1. Many technical systems include parameters that may be considered as deterministic or stochastic variables of interest.
2. The goal of PMOR approaches is to obtain a reduced model approximating the response of the full-order system with high fidelity over a wide range of parametric variations.
3. In this context, we have presented an offline-online PMOR framework using the matrix interpolatory scheme for nonlinear systems. The method has been tested on several nonlinear models with parametric dependencies.

## Chapter 7

1. One of the central challenges in PMOR is parametric sampling. The need for pMOR methods with automatic parameter sampling is strongly aimed. Methods like Greedy sampling [234], POD inspired methods [200, 136] or the rational interpolation-based methods [112] are the popular choices. However, more sophisticated sampling approaches such as problem-aware adaptive search are mandated as parametric space grows.
2. Using the notion of distance between subspaces, an adaptive sampling method for PMOR has been proposed. Numerical simulations have been carried out to test the proposed scheme for a single and two-parameter setup. The results show that the adaptive sampling has significantly increased the approximating qualities of the parametric ROMs.

### 8.2 Future perspectives

Several other perspectives have already been mentioned throughout the thesis. In what follows, we enlist some promising directions for possible future research.

1. The idea of output krylov subspace based NLMM as proposed in Maria et al. [88] can be further pursued to obtain a two-sided reduction method. Some critical system properties such as stability and passivity can be examined from a theoretical and numerical perspective.
2. The parameterized families of ROMs achieving moment-matching mentioned in Chapter 3 can be further exploited to enforce specific additional properties such as matching asymptotic stability, matching prescribed relative degree, passivity constraints.
3. This thesis uses reduction methods that project the governing equations onto a linear subspace approximation of the original state-space. This restricts the states to evolve in a linear subspace and hence imposes a limitation on the accuracy of the resulting ROM. This effect is more pronounced for problems with slow decaying Kolmogorov $n$-width, such as in advection-dominated regimes. It is recommended to project the underlying dynamical system onto nonlinear manifolds for such problems. To overcome the Komgolorov width of the problem, deep convolutional autoencoders to learn the trial manifolds can be an exciting research direction.
4. Dynamic equivalencing in power systems is a promising area of research. With the anticipated transition to smart-grids, there will be additional fluctuations in the system from new components such as plug-in electric vehicles, intermittent energy sources, etc. Such fluctuations will have an impact on the synchronization stability of power grids and instabilities caused by the
so-called dynamic bifurcation problems [57]. Though some notable reduction techniques for power systems have been proposed in the past based on Krylov subspace [78, 262], balanced truncation [245] and extended balanced truncation [280], however, some open problems remain unexplored. This includes preservation of physical meanings of state variables, modelfree approaches for prediction, and developing software implementation in proprietary and dedicated power system analysis tools.
5. Adaptive parametric sampling from Chapter 7 can be further extended to a higher dimension of parametric space to test more practical systems arising from all engineering domains.

## Appendix A

## Detailed description of the nonlinear models

## A. 1 1D Nonlinear Burgers' equation

$\mathbf{A}=\left[\begin{array}{ccccc}a & b & 0 & \cdots & 0 \\ b & a & b & \cdots & 0 \\ 0 & b & a & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & b \\ 0 & 0 & \cdots & b & c\end{array}\right] \in \mathbb{R}^{n \times n}, \mathbf{B}=\left[\begin{array}{c}b \\ 0 \\ 0 \\ \vdots \\ 0\end{array}\right] \in \mathbb{R}^{n \times 1}, \mathbf{N}=\left[\begin{array}{cccc}f & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0\end{array}\right] \in \mathbb{R}^{n \times n}$
$\mathbf{C}=\left[\begin{array}{llll}0 & 0 & \cdots & 1\end{array}\right] \in \mathbb{R}^{1 \times n}, \mathbf{H}=\left[\begin{array}{ccccccccc}d & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\ 0 & e & 0 & \cdots & 0 & e & d & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & e & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & 0 \\ 0 & \cdots & \cdots & \cdots & 0 & 0 & \cdots & \cdots & d\end{array}\right] \in \mathbb{R}^{n \times n^{2}}$
where
$a=\frac{-2 \nu}{h^{2}}, b=\frac{\nu}{h^{2}}, c=\frac{-\nu}{h^{2}}, d=\frac{-1}{h}, e=\frac{1}{2 h}, f=\frac{1}{h}, h=\frac{1}{1+n}, \nu=\frac{1}{\operatorname{Re}}, n=$ order of the system

## A. 2 2D Nonlinear Burgers' equation

The spatial domain is discretized uniformly into $n_{x}-1$ and $n_{y}-1$ intervals in $x$ and $y$ direction, respectively for a $n_{x} \times n_{y}$ grid. Now, using a centered-difference scheme for the first and second-order spatial derivatives, we arrive at the following
equations:

$$
\begin{align*}
& \frac{d \mathbf{u}_{i, j}}{d t}+\frac{\mathbf{u}_{i+1, j}-\mathbf{u}_{i-1, j}}{2 d \mathbf{x}} \mathbf{u}_{i, j}+\frac{\mathbf{u}_{i, j+1}-\mathbf{u}_{i, j-1}}{2 d \mathbf{y}} \mathbf{v}_{i, j}= \\
&  \tag{A.1a}\\
& \frac{1}{\operatorname{Red\mathbf {x}^{2}}\left(\mathbf{u}_{i+1, j}-2 \mathbf{u}_{i, j}+\mathbf{u}_{i-1, j}\right)+\frac{1}{\operatorname{Red} \mathbf{y}^{2}}\left(\mathbf{u}_{i, j+1}-2 \mathbf{u}_{i, j}+\mathbf{u}_{i, j-1}\right)} \\
& \frac{d \mathbf{v}_{i, j}}{d t}+\frac{\mathbf{v}_{i+1, j}-\mathbf{v}_{i-1, j}}{2 d \mathbf{x}} \mathbf{u}_{i, j}+\frac{\mathbf{u}_{i, j+1}-\mathbf{u}_{i, j-1}}{2 d \mathbf{y}} \mathbf{v}_{i, j}=  \tag{A.1b}\\
& \\
& \frac{1}{\operatorname{Red\mathbf {x}^{2}}}\left(\mathbf{v}_{i+1, j}-2 \mathbf{v}_{i, j}+\mathbf{v}_{i-1, j}\right)+\frac{1}{\operatorname{Red} \mathbf{y}^{2}}\left(\mathbf{v}_{i, j+1}-2 \mathbf{v}_{i, j}+\mathbf{v}_{i, j-1}\right)
\end{align*}
$$

where

$$
\mathbf{x}_{j}=j d \mathbf{x}, \mathbf{y}_{i}=i d \mathbf{y}, \mathbf{u}_{i j}=\mathbf{u}_{x_{i}, y_{j}, t}, \mathbf{v}_{i j}=\mathbf{v}\left(\mathbf{x}_{i}, \mathbf{y}_{j}, t\right), d \mathbf{x}=\frac{b-a}{n_{x}-1}, d \mathbf{y}=\frac{d-c}{n_{y}-1}
$$

A more compact notation for Equation (A.1) is given as:

$$
\begin{align*}
\frac{d \mathbf{U}}{d t}+\mathbf{f}_{1}(\mathbf{U}, \mathbf{V})- & \frac{1}{2 d \mathbf{x}} \mathbf{B}_{u l} \mathbf{U}-\frac{1}{2 d \mathbf{y}} \mathbf{B}_{u b} \mathbf{V}= \\
& \frac{1}{\operatorname{Red\mathbf {x}^{2}}}\left(\mathbf{D}_{1} \mathbf{U}+\mathbf{b}_{1 u}\right)+\frac{1}{\operatorname{Red} \mathbf{y}^{2}}\left(\mathbf{D}_{2} \mathbf{U}+\mathbf{b}_{2 u}\right)  \tag{A.2a}\\
\frac{d \mathbf{V}}{d t}+\mathbf{f}_{2}(\mathbf{U}, \mathbf{V})- & \frac{1}{2 d \mathbf{x}} \mathbf{B}_{v l} \mathbf{U}-\frac{1}{2 d \mathbf{y}} \mathbf{B}_{v b} \mathbf{V}= \\
& \frac{1}{\operatorname{Red\mathbf {x}^{2}}}\left(\mathbf{D}_{1} \mathbf{V}+\mathbf{b}_{1 v}\right)+\frac{1}{\operatorname{Red\mathbf {y}^{2}}}\left(\mathbf{D}_{2} \mathbf{V}+\mathbf{b}_{2 v}\right) \tag{A.2b}
\end{align*}
$$

where

$$
\begin{aligned}
\mathbf{U} & =\left(\mathbf{u}_{1,1}, \mathbf{u}_{2,1}, \ldots, \mathbf{u}_{n, 1}, \mathbf{u}_{1,2}, \ldots, \mathbf{u}_{n, 2}, \ldots, \mathbf{u}_{1, n}, \ldots \mathbf{u}_{n, n}\right)^{T} \\
\mathbf{V} & =\left(\mathbf{v}_{1,1}, \mathbf{v}_{2,1}, \ldots, \mathbf{v}_{n, 1}, \mathbf{v}_{1,2}, \ldots, \mathbf{v}_{n, 2}, \ldots, \mathbf{v}_{1, n}, \ldots \mathbf{v}_{n, n}\right)^{T}
\end{aligned}
$$

and the nonlinear mappings $\mathbf{f}_{1}(\mathbf{U}, \mathbf{V})$ and $\mathbf{f}_{2}(\mathbf{U}, \mathbf{V})$ are defined as:

$$
\begin{align*}
& \mathbf{f}_{1}(\mathbf{U}, \mathbf{V})=\frac{1}{2 d \mathbf{x}} \mathbf{M} \mathbf{U} . * \mathbf{U}+\frac{1}{2 d \mathbf{y}} \mathbf{N U .} \cdot * \mathbf{V},  \tag{A.3a}\\
& \mathbf{f}_{2}(\mathbf{U}, \mathbf{V})=\frac{1}{2 d \mathbf{x}} \mathbf{M V} . * \mathbf{U}+\frac{1}{2 d \mathbf{y}} \mathbf{N V} . * \mathbf{V} \tag{A.3b}
\end{align*}
$$

and

$$
\mathbf{M}=\left(\begin{array}{lll}
\mathbf{M}_{1} & & \\
& \ddots & \\
& & \mathbf{M}_{1}
\end{array}\right)_{\left(n_{y}-2\right) \times\left(n_{y}-2\right)}, \mathbf{M}_{1}=\left(\begin{array}{ccc}
0 & 1 & \\
-1 & \ddots & 1 \\
& -1 & 0
\end{array}\right)_{\left(n_{x}-2\right) \times\left(n_{x}-2\right)}
$$

Also,

$$
\begin{aligned}
\mathbf{B}_{u l} & =\operatorname{diag}\left(\operatorname{kron}\left(\mathbf{u}\left(1,2: n_{y}-1\right),[1,0,0, \ldots, 0]_{1 \times\left(n_{x}-2\right)}\right)\right), \\
\mathbf{B}_{u b} & =\operatorname{diag}\left(\operatorname{kron}\left([1,0,0, \ldots, 0]_{1 \times\left(n_{y}-2\right)}, \mathbf{u}\left(2: n_{x}-1\right), 1\right)\right), \\
\mathbf{b}_{1 u} & =\left(\mathbf{u}_{1,2}, 0, \ldots, 0, \mathbf{u}_{n_{y, 2}, \mathbf{u}_{1,3}}, 0, \ldots \mathbf{u}_{n_{x-1}, n_{y}}\right)^{T} \\
\mathbf{b}_{2 u} & =\left[\mathbf{u}\left(1,2: n_{y}-1\right)^{T}, 0, \ldots, 0, \mathbf{u}\left(n_{x}, 2: n_{y}-1\right)^{T}\right]^{T}
\end{aligned}
$$

are used to define the boundary conditions where:

$$
\begin{aligned}
\mathbf{D}_{1} & =\left(\begin{array}{ccc}
\mathbf{D}_{11} & & \\
& \ddots & \\
& & \mathbf{D}_{11}
\end{array}\right)_{\left(n_{y}-2\right) \times\left(n_{y}-2\right)}, \mathbf{D}_{2}=\left(\begin{array}{ccc}
-2 \mathbf{E} & \mathbf{E} & \\
\mathbf{E} & \ddots & \mathbf{E} \\
& \mathbf{E} & -2 \mathbf{E}
\end{array}\right)_{\left(n_{y}-2\right) \times\left(n_{y}-2\right)} \\
\mathbf{D}_{11} & =\left(\begin{array}{ccc}
-2 & 1 & \\
1 & \ddots & 1 \\
& 1 & -2
\end{array}\right)_{\left(n_{x}-2\right) \times\left(n_{x}-2\right)}, \quad \mathbf{N}=\left(\begin{array}{ccc}
\mathbf{E} & & \\
-\mathbf{E} & \ddots & \\
& -\mathbf{E} & \mathbf{E}
\end{array}\right)
\end{aligned}
$$

where $\mathbf{E}$ is $\left(n_{x}-2\right) \times\left(n_{y}-2\right)$ identity matrix. Similarly, $\mathbf{b}_{1 v}, \mathbf{b}_{2 v}, \mathbf{B}_{v l}$ and $\mathbf{B}_{v b}$ can be defined for $\mathbf{v}_{i, j}$. The initial conditions and boundary conditions for this case are taken from Ref. [115] given as.

$$
\begin{align*}
& \mathbf{u}(\mathbf{x}, \mathbf{y}, t)=\frac{3}{4}-\frac{1}{4[1+\exp ((-4 \mathbf{x}+4 \mathbf{y}-t) R e / 32)]}  \tag{A.4a}\\
& \mathbf{v}(\mathbf{x}, \mathbf{y}, t)=\frac{3}{4}+\frac{1}{4[1+\exp ((-4 \mathbf{x}+4 \mathbf{y}-t) R e / 32)]} \tag{A.4b}
\end{align*}
$$
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[^0]:    ${ }^{1}$ A matrix $\mathbf{P}$ is idempotent if $\mathbf{P}^{2}=\mathbf{P}$

[^1]:    ${ }^{2} \mathrm{~A}$ square matrix $\mathbf{U}$ is unitary if $\mathbf{U}^{*} \mathbf{U}=\mathbf{I}$

[^2]:    ${ }^{1}$ The MATLAB script to reproduce the results are available at https://zenodo.org/record/ 4954937\#. YMh0OzaA79E

[^3]:    ${ }^{2}$ The MATLAB implementation is available at https://zenodo.org/record/5055753\# .YN7-sOgzabg

